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Web demo →
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OpenAI classifier

Web demo →
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Ghostbuster

Ghostbuster: Detecting Text Ghostwritten by Large Language Models

https://doi.org/10.48550/arXiv.2305.15047


Ghostbuster

Web demo →

https://ghostbuster.app/
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GLTR

Real text GPT-2

GLTR: Statistical Detection and Visualization of Generated Text

https://aclanthology.org/P19-3019.pdf


GLTR

Web demo →

http://gltr.io/


Exploiting probability distributions

DetectGPT

DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature

https://www.arxiv-vanity.com/papers/2301.11305/


DetectGPT



The “capybara problem”

Spotting LLMs With Binoculars: Zero-Shot Detection of Machine-Generated Text

https://doi.org/10.48550/arXiv.2401.12070
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Dr. Capy Cosmos, a capybara unlike any other, 
astounded the scientific community with his 
groundbreaking research in astrophysics. With his 
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to interpret cosmic data, he uncovered new 
insights into the mysteries of black holes and the 
origins of the universe.
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The “capybara problem”

ChatGPT Conditioned probability

Can you write a few sentences about a 
capybara that is an astrophysicist?

User prompt
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Dr. Capy Cosmos, a capybara unlike any other, 
astounded the scientific community with his 
groundbreaking research in astrophysics. With his 
keen sense of observation and unparalleled ability 
to interpret cosmic data, he uncovered new 
insights into the mysteries of black holes and the 
origins of the universe.

The “capybara problem”

ChatGPT
Surprising!

Spotting LLMs With Binoculars: Zero-Shot Detection of Machine-Generated Text

https://doi.org/10.48550/arXiv.2401.12070
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Exploiting probability distributions

Binoculars

perplexity(text)
cross−perplexity(text)

Something can be surprising…

…so we normalize it by the expected surprise of an LLM on that text



Exploiting probability distributions

Binoculars

perplexity(text)
cross−perplexity(text) Magic ratio: 0.85

human

AI
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Weak watermarking

Red / green list… whenever you can

• Tree
• House
• Park
• Fountain
• Obama
• Note
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• Pizza
• Barack
• London
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How Close is ChatGPT to Human Experts? Comparison Corpus, Evaluation, and Detection

https://arxiv.org/abs/2301.07597


Writing style



Dialects



Typos

The sun was shining and birds were
singing. My sister was playing the piano 
when the pone rang.



Hallucinations

The sun was shining that night and birds
were singing. My sister was playing the
piano when the phone rang.



Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for Scrutinizing Machine Text

https://arxiv.org/pdf/2107.01294.pdf


Human annotators are only slightly better 
than random guessing at identifying 
machine-generated texts.“ Deepfake Text Detection in the Wild

https://arxiv.org/pdf/2305.13242.pdf
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Paraphrasing

Circumvention



Paraphrasing evades detectors of AI-generated text, but retrieval is an effective defense

https://arxiv.org/pdf/2303.13408.pdf


Text # tokens # green tokens Accuracy Perplexity
Original 19042 11078 97% 6.7

Paraphrase with 
PEGASUS 16773 7412 80% 10.2

Paraphrase with
T5 15164 6493 64% 16.7

Paraphrase with 
fine-tuned T5 14913 6107 57% 18.7

Can AI-Generated Text be Reliably Detected?
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Quillbot



Grammarly



AutoWriter



GoCopy



Copy.ai



DIPPER



T5



DeepL Translator



DeepL Write

Web demo →

https://www.deepl.com/write
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« write as if you were… »



Using active voice



Very specific data



Avoid quotes



Outline the structure



Write the beginning of the answer



Use other LLMs



Don’t use English



Token-Modification Adversarial Attacks for Natural Language Processing: A Survey
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50 first words



Undetectable

Web demo →

https://undetectable.ai/


Gonna get harder over time

Circumvention



as these models improve over time, the 
generated text looks increasingly similar 
to human text. […]

even the most effective detector [is 
ineffective] when dealing with a 
sufficiently advanced language model.

“
Can AI-Generated Text be Reliably Detected?



You can detect your texts



Really hard, gonna be an issue in the future





https://forms.gle/39ULnvq3rSBpmN538



Further reading…
• Paraphrasing evades detectors of AI-generated text, but retrieval is an 

effective defense
• Can AI-Generated Text be Reliably Detected?
• A Watermark for Large Language Models
• DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability 

Curvature
• New AI classifier for indicating AI-written text
• Ghostbuster: Detecting Text Ghostwritten by Large Language Models
• Spotting LLMs With Binoculars: Zero-Shot Detection of Machine-Generated 

Text

https://arxiv.org/pdf/2303.13408.pdf
https://arxiv.org/pdf/2303.13408.pdf
https://arxiv.org/pdf/2303.11156.pdf
https://arxiv.org/pdf/2301.10226.pdf
https://www.arxiv-vanity.com/papers/2301.11305/
https://www.arxiv-vanity.com/papers/2301.11305/
https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text
https://doi.org/10.48550/arXiv.2305.15047
https://doi.org/10.48550/arXiv.2401.12070
https://doi.org/10.48550/arXiv.2401.12070



