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* Discounts tracker with LLM App

Choose data sources



£ Google Drive Alerts with LLMs

How can | help you today?
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Let's add another document




Structure unstructured data into
tables, e.g. turning PDF files with "What is the net income for Q1 for Alphabet?"
SAL financial data into SQL tables
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. . Alert me when the date of a campaign is
Real- time data syncing & .
postponed, or a deadline is extended.
Easy alert setup A

lert me when import regulations change
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Ask questions using a knowledge
[0 LIVE ] base that is frequently updated, for
instance in Dropbox or OneDrive.

"How does the Al impact my job as a...?"

"Show me discount in Nike shoes"

Discount finder
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The DevRel "Bridge"




What is DevRel?

Technical Product Non-Technical Product




4 pillars of developer relations

Community Management
25% 25%

e Developer marketing
e Developer enablement
e Developer advocacy

e Developer community

Advocacy
25%

Enablement
25%



Developer relations enabled

f

Developer education:
documentation,
tutorials, videos,
guides.

\
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Developer experience:
API design, SDKs,
reference apps,
sample code.

(- )

Support and developer
success.




How Al Changes Developer Relations

Speeding up the Supporting

_ Creating sample developer Easier knowledge
documentation codes. search.

process. requests.




What Al
Writing Does
Do Well

Generate short descriptions of new
articles

New variations of titles for blog posts
Come up with definitions for generic
terms

Documenting our API/SDKs




What Al Writing Doesn’t
Do Well

With personal experience It struggles to go deeper
or realistic examples Into topics.



How Al Is helping me

AREAS FOR Al ENHANCEMENT

AVENUES TO EXPLORE

Your work

Drafting blog posts, generating docs, code
completion for sample code, etc

Developer use cases

"Our APIs + Al APIs", probably through a CRUD
lens to start

Developer experience

GitHub Copilot for Docs, Discourse integration,
use case recommendations, SDK and dev tool
enhancements, etc

Product features

Common use cases that are tedious to build, the
recently-possible-thanks-to-Al, etc




Add custom knowledge to Al
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Emerging LLM App Stack

Contextual

data

Prompt

Few-shot
examples

Query

Output <«

Data Pipelines
(Databricks, Airflow,
Unstructured, ...)

Playground
(OpenAl, nat.dev,

Humanloop)

Embedding Model

______ > (OpenAl, Cohere,
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Orchestration
(Python/ DIY,
LangChain,
Llamalndex, ChatGPT)
e

App Hosting
(Vercel, Steamship,
Streamlit, Modal)

Vector Database
(Pinecone, Weaviate,
Chroma, pgvector)

APls/ Plugins
(Serp, Wolfram, Zapier, ...)

————— >

LLM Cache E—

(Redis, SQLite, GPTCache) —_—
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Validation

LLM APIs and Hosting

Proprietary API
(OpenAl, Anthropic)

Cloud Provider
(AWS, GCP,
Azure, Coreweave)

Open API
{(Hugging Face, Replicate)

Opinionated Cloud
(Databricks, Anyscale,
Mosaic, Modal, Runpod, ...)
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(Guardrails, Rebuff,

Guidance, LMQL) <

.
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The Generative Al Infrastructure Stack @ =

Awork in progress
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pathway
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LLM frameworks LLM Caches API builders



pathway

- is an application layer in Python for batch and
streaming data processing

.l.

- is a framework for Pathway to build Al apps

Your Al data pipeline runs in real-time



W hat this simplification means for your GenAl projects

&

Full power
of the
Pathway
Framework
for your data
applications

Short time
to market Lower costs Security

(4-6 weeks)




Unstructured Data

Connect unstructured sources such as
documents, raw text files, PDF's,
PowerPoint, etc.

Structured Data

Easily integrate structured data sources
from Excel, SQL, Jsonlines etc.

Semi-Structured

Connect semi-structured data from API's
like Slack, Salesforce, Notion, etc.

Live Data

Connect streaming data sources like
Kafka, RedPanda etc.




KEY FEATURES

e Built-in connectors: CSV, JSONLines, PDF, APIls, and more.
e User’s role-specific response.

e Data and code reusability for offline evaluation.

e Model testing in static mode.

e | ocal Machine Learning models.

e | ive data sources: Kafka, Debezium, Redpanda, and more.
e Join data from multiple data sources.

e Alerting when answers change based on fresh information.

To learn more about advanced features see: Features for Organizations.



https://github.com/Boburmirzo/llm-app/blob/main/FEATURES-for-organizations.md

Discord Al Chatbot for Pathway Docs

\‘%\ > pathway : @

Context Discord

@ OpenAl




@\ Pathway Assistant
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B Use cast functions

¥ Schema: (t: int, avi: int)

it = gt.select(pw.this.t, avi=pw.cast(int, pw.this.avg v1))

# Print the computed result

pw.debug.compute and print(it)

Please note that the schema of each table is mentioned in a comment next to its creation. Let me know if you
need further assistance!

E!i:ll:ur Yesterday at 2142
What is Pathway about?

Pathway Assistant B vesterday at 21:42

One moment, please, while | look into your request.

Pathway is a Python framework designed for data processing and analytics. It provides a high-level,
expressive API for building data processing pipelines and performing complex operations on structured data.
Pathway focuses on stream processing and batch processing. making it suitable for real-time data analysis
and large-scale data processing tasks.

With Pathway, you can easily perform tasks such as filtering, transforming, joining, aggregating, and analyzing
data. It supports various data sources, including CSV files, databases, and message brokers like Kafka.
Pathway also provides powerful features for handling time-based operations, such as sliding windows and
session windows.

Pathway promotes a functional programming style, allowing you to define data transformations using a
composition of functions and operators. It also provides convenient methods for debugging and visualizing
data during development.
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Find knowledge SIMPLE ARCHITECTURE

Real-time request/reply Return relevant data

LLM real-time prompting & control layer

Real-time indexing (customisable)

and caching

Other Data Sources

Contextual in-
memory search

Neural feature
embedding
(customisable)

index
(customisable)



CHALLENGES OF
PRODUCTIONIZING CHATGPT

@ THE AMBIGUITY OF @ BACKWARD AND
NATURAL LANGUAGES FORWARD COMPATIBILITY

@ COST AND @ OFFLINE
LATENCY EVALUATION

SECURITY



# Real-time data coming from external data sources such as csv file
sales data = pw.io.csv.read(

"./examples/csv/data”,

schema=CsvDiscountsInputSchema,

mode="streaming"

)

# Data source rows transformed into structured documents
documents = transform(sales_data)

# Compute embeddings for each document using the OpenAI Embeddings API
embedded_data = embeddings(context=documents, data_to_embed=documents.doc)

# Construct an index on the generated embeddings in real-time
index = index_embeddings(embedded_data)

# Given a user question as a query from your API
query, response_writer = pw.io.http.rest_connector(
host=host,
port=port,
schema=QueryInputSchema,
autocommit_duration_ms=50,

)

# Generate embeddings for the query from the OpenAI Embeddings API
embedded_query = embeddings(context=query, data_to_embed=pw.this.query)

# Build prompt using indexed data
responses = prompt(index, embedded_query, pw.this.query)

# Feed the prompt to ChatGPT and obtain the generated answer.
response_writer(responses)

# Run the pipeline
pw.run()



BUILD YOUR OWN LLM APP

Simply add lIm-app to your Python project’'s dependencies.

Scan me

»

pathwaycom/lim-app




TAKEAWAYS

e Al as an accelerant, not a disruptor
e Al as a dual-edged sword in DevRel

e Al will enable a new class of users "Creators"



Connect on
LinkedIn
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Bobur Umurzokov

3 @BoburUmurzokov

@Boburmirzo
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