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Our businesses, health,
and safety rely on applications and
systems that will fail
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we’'ve come a long way...



VELOCITY

Complexity

LEGACY

Waterfall

Annual release

Monolith

One service

On-Prem
Hundreds

LIFT & SHIFT

RE-ARCHITECT CLOUD NATIVE

DevOps

Daily releases

Microservices
Hundreds of
services

Kubernetes
Hundreds of
thousands
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but...



(@ana_m_medina @ana_m_medina

systems are complex
with complex failures



THIS IS FINE  ,
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AUTOMATION

STANDARDIZATION

EXPERIMENTATION
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-1 CLOUD NATIVE

L= COMPUTING FOUNDATION

We are a Cloud Native Computing Foundation Sandbox project.




Keptn - cloud-native application

life-cycle orchestration
7, keptn

Automating
- Observability, dashboards & alerting
- SLO-driven multi-stage delivery

- Operations & remediation

declarative, extensible and based on GitOps
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SLAs and SLOs and SlLis
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SLAs and SLOs and SLis

SLAs - Service Level Agreements: an explicit or implicit contract with your
users that includes consequences of meeting (or missing) the SLOs they

contain

SLOs - Service Level Objective: a target value or range of values for a service

level that is measured by an SLI

SLls - Service Level Indicator: a carefully defined quantitative measure of

some aspect of the level of service that is provided.
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SLAs and SLOs and SLis

Perfect:100% of web requests have Oms latency all the time!

SLA: 90% of web requests have latency <500ms for the month... or customer

gets money back.
SLO: 95% of web requests have latency <500ms over a rolling month.

SLI: web requests latency <b00ms
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SLOs &
SLis
as code
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shift left
caring &
working on
reliability

Gremlin
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“Test Driven
Operations”
with
SLOs
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automate delivery

automate SRE
operations
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State of

DevOps
Report % keptn addresses

3 problems raised as

6 3 % adoption challenges

in our survey

Building internal
delivery platforms

State of DevOps Report 2020:
https://puppet.com/resources/report/2020-state-of-devops-report

Results are based on dynatrace acsurvey and engagements with
Keptn users

Gremlin

95%

time wasted maintaining pipelines

80%

time spent in manual tasks

90%

time spent in manual remediation
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https://puppet.com/resources/report/2020-state-of-devops-report
https://puppet.com/resources/report/2020-state-of-devops-report
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Declarative environment "

description & [[:j HELM
service-level objectives
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SLO-driven Quality Gates
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Execute remediation action
E.g., toggle feature flag

c@

Alert [ Problem

Evaluate action via
SLO-driven quality gates

. Remediated?
Declarative

environment
description &
remediation
description

Close reported issue




demo

a thread
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o000 Keptn Full Tour on Dynatrace X +

(¢ @ https://tutorials.keptn.sh/tutorials/keptn

X Keptn Full Tour on Dynatrace

o Welcome

1. Welcome

O & Q % v e R O

( 104 mins remaining

In this tutorial you'll get a full tour through Keptn. Before we get started you'll get to know

what you will learn while you walk yourself through this tutorial.

What you'll learn
How to create a sample project

How to onboard a first microservice

How to deploy your first microservice with blue/green deployments

How to setup quality gates

How to prevent bad builds of your microservice to reach production

How to trigger the changes of feature toggles in response to issues detected in a

production system

How to integrate other tools like Slack, MS Team, etc in your Keptn integration

You'll find a time estimate until the end of this tutorial in the right top corner of your screen

- this should give you guidance how much time is needed for each step.

In this tutorial, we are going to install Keptn on a Kubernetes cluster, along with Istio for

traffic routing and ingress control.

« Keptn as a control-plane for continuous delivery and automated operations
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200 O ek . z“w, x 7 Kut * “ + o

< C A Not Secure 35.226.198.27.nip.io K 1 P =~ 0 aN

) keptn / Choose project v [}

Environment 3 Stages
Services
Sequences staging
Integration

@ No service onboarded yet @ No service onboarded yet

Follow the instructions to onboard a service Follow the instructions 10 ©:

production
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< C A Not Secure | http://35.225.198.27.nip.io

#keptn I Choose project v

Environment
Services Service
@ delivery-direct succeeded
Sequences [ cans
[[] carts-db
Integration

Stage
D dev
D staging

D production

Sequence

delivery-
O

direct

[j create

Status

[ Active
[] Failed

[—J Succeeded

delivery-direct succeeded

Context: 78e13aac-694c¢-48ce-8246-4c9fe75909db

02:02 @ delivery-direct

02:02 § deployment

02:03 “, release

02:03 shipyard-c

Finished release

O production

ime fetched: tod

%Y keptn



(@ana_m_medina

. A cartssockshop-.. % & @ W O » M
¢ C A NotSecurs 35.225.198.27.0ip.0 o s Eo 2

fjkeptn / Choose project v 2

delivery starte:

Services Context: £5575a75-381b-4fdd-bae

© delivery started

2 delivery

@ cancsockenep-u 820 x
Sequence RN R 22§ deployment Lagng

A cants. sockshop- 1 s =02

deivery

@ delivery-direct succonded

@ canssockshen-production I X

A Not Secure

carts.sockshop-

Pod name. carts-primary-59968bb6ds-614d7
Container image: docker.lo/kepinexamples/carts:0.12.1
Deployment name:
keptn project: carls
kepin stage: sockshop-production

kepin service: carts
Labels: © t Version: v1
Delay in ms: 0
Promotion rate: 0

O getsi

Keptn provides an automatic version check to be notified about new versions and security patches for Keptn. It is recommended to have this check enabled. This setting can be changed in the user menu on the top right.

| -
% keptn
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< C A Not Secure | http://35.225.198.27.nip.io/brid

% keptn / Choose project v

Environment

3 Stages

Services
Sequences Stagmg

Integration

carts:0.12.2 17 delivery ° carts:0.12.2 [& delivery o

mongo:4.2.2 ©® delivery-dire - mongo:4.2.2 ©® delivery-dire - ‘ O ShowSLO ‘ ‘ lgnore for comparison
Show SLC gno comparisor

| B Evaluation of test on staging

prOdUCtlon 0 <75 Result: fail
Evaluation timeframe: 2021-05-20 02:23 - 2021-05-20 02:32 (8 minutes 44 seconds)

C u. esults are not showing up in the Heatmap, because they h

carts:0.12.1 13l delivery s SLI breakdown

warning
mongo:4.2.2 @ delivery-dire o Value  pass Criteria Criteria  Result Score 4

" <=+10% -
response_time_p95 <=860 failed
and <666
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- Evaluation of test on staging

0 <75 Result: fail
Evaluation timeframe: 2021-05-20 02:23 - 2021-05-20 02:32 (8 minutes 44 seconds)

SLI breakdown

warning
Name pass Criteria Criteria Result Score #

3 <=+10% <
response_time_p95 <=8060 failed
and <666
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)keptn / Choose project v

delivery succee
Context: f2ct

3 delivery

#production

02:47

5 delivery
@ delivery

7 & deployment @ canssockshop-staging 35.7. X

o carts, sockshop-
Labels:
Pod name: carts-6#675db5d-2718z
Container image:
Deployment name:
Labels: 6ds dynatrace keptn project: carts
kepin stage: sockshop staging
keptn service: carts
Version: v3
Delay inms: 0
B delivery eedec S

o

. release

© monitoring

@ detivery-direct

O create

7 keptn
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Stage: staging

evaluation 2021-05-20 02:45 =]

Labels: DtCreds: dynatrace

’ Heatmap | Chart

Score

response_time_p95

warning @ fail

Evaluation of test on staging

90 <= 100 Result: pass
Evaluation timeframe: 2021-05-20 02:41 - 2021-05-20 02:43 (1 minutes 56 seconds)

SLI breakdown

Name pass Criteria warning Criteria Result Score +
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Engineering



Chaos Engineering on Keptn

You can run Chaos Engineering experiments:
- on every stage

- on a chaos stage

- alongside performance testing

Gremlin %Y keptn



Chaos Engineering on Keptn

Are SLOs still met?
- SLOs is met

-  Promote to Production

- SLOs is NOT met
- Did we identify a weakness?

- Improve and repeat

Gremilin ‘7/// keptn
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Chaos Engineering on Keptn

/‘7// keptn

Promote to
production

Deploy to Trigger Chaos Query data & Gauge SLO
“Chaos” -Stage in “Chaos”-Stage trigger evaluation compliance
O O
\5 4‘
e %)
N
&
Gremlin

Resiliency
based on
SLOs is
satisfying

Resiliency
based on SLO
is not
satisfying

Improve and repeat
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/ APACHE

%Y keptn
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Join the Kepth community

Visit keptn.sh

Follow twitter.com/KeptnProject

Give a star github.com/keptn/keptn

Get your hands dirty tutorials.keptn.sh
Continue Learning youtube.com/c/keptn/

% keptn

% keptn



You can’t build
Reliability
over nhight




You can’t buy
Reliability
over nhight




Build Reliability by
establishing a process,
automating it, and

continuously validate the

Processes

(Experiments, SLOs, Failovers,
Runbooks)



Reliability
is hot an
accident




Are you ready fo become
a Gremlin-certified Chaos
Engineering Practitionere

gremlin.com/certification

Gremlin hereby certifies that

has successfully completed the program

requirements to be recognized as a Gremlin

~ eNCGINEERING PRACTITIONER
IEIED CHAOS ENGINEERING | RACTITIO

7

%o A ) — ember 12, 2022
J,'\(,-‘/z,‘,\ N~ September 12, 20
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® gremiin.com

Community Company  Login GET STARTED

R

Gremlin . PRACTITIONE
Foundations Series S clat

Learn the foundations of Chaos Engineering

and testing for Reliability with Gremlin.

Show the world your
Chaos Engineering
skills.

Build your reputation as one of the workd's best Chaos

ineering practitioners with an easily share

that's backed by the industry's leaders and pi

Display in your office

After you

display i office

Share on social media




Thank you! §

Questions?

ana@gremlin.com
@ana_m_medina

v




