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Our businesses, health, 
and safety rely on applications and 
systems that will fail
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we’ve come a long way...
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but...
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systems are complex 
with complex failures
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NOW WHAT
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Continuous Reliability. 
How?
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AUTOMATION

STANDARDIZATION 

EXPERIMENTATION
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Ana Margarita Medina 
@ana_m_medina

💥 Sr. Chaos Engineer at Gremlin

💥 Developer since 2007

💥  SRE/Chaos Engineer since 2016

💥  Keptn Advisory Board member 

💥      
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Automating

➔  Observability, dashboards & alerting

➔  SLO-driven multi-stage delivery 

➔  Operations & remediation

declarative, extensible and based on GitOps

Keptn - cloud-native application 
life-cycle orchestration
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SLAs and SLOs and SLIs
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SLAs - Service Level Agreements: an explicit or implicit contract with your 

users that includes consequences of meeting (or missing) the SLOs they 

contain

SLOs - Service Level Objective: a target value or range of values for a service 

level that is measured by an SLI

SLIs - Service Level Indicator: a carefully defined quantitative measure of 

some aspect of the level of service that is provided.

SLAs and SLOs and SLIs
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Perfect: 100% of web requests have 0ms latency all the time!

SLA: 90% of web requests have latency <500ms for the month… or customer 

gets money back.

SLO: 95% of web requests have latency <500ms over a rolling month.

SLI: web requests latency <500ms

SLAs and SLOs and SLIs
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SLOs &
SLIs 
as code
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shift left
caring & 
working on
reliability 

@ana_m_medina



“Test Driven 
Operations” 
with
 SLOs
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automate delivery

automate SRE 
operations
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State of DevOps Report 2020:  
https://puppet.com/resources/report/2020-state-of-devops-report

Results are based on dynatrace acsurvey and engagements with 
Keptn users
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https://puppet.com/resources/report/2020-state-of-devops-report
https://puppet.com/resources/report/2020-state-of-devops-report


preprod    dev    prod

Declarative environment 
description & 
service-level objectives

Multi-stage delivery

SLO-driven Quality Gates
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Declarative 
environment 
description & 
remediation 
description

Alert / Problem

Execute remediation action
E.g., toggle feature flag

Evaluate action via 
SLO-driven quality gates

Close reported issue

Remediated?
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demo

a thread
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SLOs & 
Keptn & 
Chaos 
Engineering
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Chaos Engineering on Keptn

You can run Chaos Engineering experiments:

- on every stage

- on a chaos stage

- alongside performance testing
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Chaos Engineering on Keptn

Are SLOs still met?

- SLOs is met 

- Promote to Production

- SLOs is NOT met 

- Did we identify a weakness? 

- Improve and repeat
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Chaos Engineering on Keptn

Resiliency 
based on SLO 

is not 
satisfying

Resiliency 
based on 

SLOs is 
satisfying

Deploy to
“Chaos” -Stage

Trigger Chaos
in “Chaos”-Stage

Query data & 
trigger evaluation

Gauge SLO 
compliance

Promote to 
production

Improve and repeat
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Integrations with:
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Join the Keptn community

● Visit keptn.sh
● Follow twitter.com/KeptnProject
● Give a star github.com/keptn/keptn
● Get your hands dirty tutorials.keptn.sh
● Continue Learning youtube.com/c/keptn/
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You can’t build 
Reliability 
over night
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You can’t buy 
Reliability 
over night
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Build Reliability by 
establishing a process, 
automating it, and 
continuously validate the 
processes
(Experiments, SLOs, Failovers, 
Runbooks)
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Reliability 
is not an
accident



Are you ready to become 
a Gremlin-certified Chaos 
Engineering Practitioner?

gremlin.com/certification

@ana_m_medina



@ana_m_medina



Thank you! 
Questions?
ana@gremlin.com
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