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What is the [} IEETe s of software
development?



Continuously improve & deliver a
software solution that reliably delivers
value to its users.
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What is
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*EE)E = consistently good in
quality and performance



*EY[EY = able to be trusted



We trust a system when it'’s
consistently good in quality and
performance



Today’s Systems



Today’s Systems
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It’s not surprising that your system
sometimes fails.

b steadybit Dr. Richard Cook



What is surprising that it ever works
at all.
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We haven't solved this yet
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Incidents by company size

a—— 10/MONTH
Small o-s99 empLoYEES

S 22/MONTH
Medium so00-2499 EmpLOYEES
e 0 49/MONTH
Large 2500-6000 EMPLOYEES

e — 37/MONTH

Enterprise sooo+ empLovEES

This report is based on 53,034 incidents resolved on the FireHydrant platform between
2019 and 2022.

‘$ steadybit



Average time to resolve incidents

24 05

HRS MINS

This report is based on 53,034 incidents resolved on the FireHydrant platform between
2019 and 2022.
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Everything fails all the time

Werner Vogels, VP & CTO Amazon
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What'’s
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Failures are normal
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Under those chaotic conditions...
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Chaos Engineering is necessary
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ZYOTEE are the foundation of
experiments
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What can we do?
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improve the reliability of
your system



hot-deals gateway inventory

activemq checkout

toys-bestseller fashion-bestseller orders

steadybit-demo
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@ steadybit-demo
Namespace

Deployments 8

Name

@ activemq

@ checkout

@ fashion-bestseller

@ gateway

@ hot-deals

@ inventory

@ orders

@ toys-bestseller

Ready

2/2

2/2
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2/2

2/2

2/2
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I d e n tify yo u r Q, Search namespace, deployment,.. o
key services O

Kubernetes Information A

Labels

run=gateway
— Avg. time to readiness
120s
hot-deals ‘gatqway’ inventory Pods 2

N7 gateway-587b9fc7fc-tsq68 Running (ready)
\¥ gateway-587b9fc7fc-kbimr Running (ready)

> Bind Policies
ctivemq checkout

toys-bestseller fashion-bestseller orders
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Identify your
key services

hot-deals gateway

nventory

heckout

toys-bestseller

fashion-bestseller orders

steadybit-demo

Q_ search namespace, deployment,...
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@ steadybit-demo
inventory
steadybit-demo

Kubernetes Information

Labels
run=inventory

Avg. time to readiness
101s

Pods 2
\¥ inventory-56cf8fddcd-6r2vc Running (ready)
ﬁ inventory-56cf8fddcd-6xhhp

Bind Policies

Running (ready)



How can we do this proactively?

‘¢ steadybit



Test under 1Rl [1dl]s}= early as

possible

‘$ steadybit



Real Conditions

hot-deals

Normal Inventory response time is 25ms
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Real Conditions

hot-deals

Inventory response time spikes up to 500ms
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Experiment Design

, Wait for Checks and Attack Ramp Up Load Test Wait for Attac|
© 40s ®120s ‘| ®@10s

. PURCLERVETIRCIGE T 8 EE0 ) Normal Inventory Response Behavior (~25ms) Inventory Res| Normal Inventory Response Behavior (~25ms)
©10s ®©10s © 60s < 2/2 (100 %) ® 10 2/21| © 80s ¢ 2/2 (100 %)

Abort When Product APl Becomes Unavailable
®170s &1
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Experiment Design

, Wait for Checks and Attack Ramp Up Load Test Wait for Attac
© 40s ® 120s A

| ®10s

. PURCLERVETIRCIGE T 8 EE0 ) Normal Inventory Response Behavior (~25ms) Inventory Res| Normal Inventory Response Behavior (~25ms)
©10s ®©10s © 60s < 2/2 (100 %) ©10s € 2/21| © 80s ¢ 2/2 (100 %)

Abort When Product APl Becomes Unavailable
®170s &1

Conditions under which the
experiment fails
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Experiment Run

AttackMositor  Agentlog  Actionloge

#35661 oo
24/012023, 181507 by nis. wicka
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18:35:07 ~ Usperiment
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2 was PR tucceaded sfter 10 secands
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IINION Mormal  Valig storw validated y

18116238 Warning  Ushealthy

103, 00:0088/ac Luntor/Real th/ 1 iveness®: cont
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|
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Real Conditions

Hot-Deals response delay 2 zones

followed by a DNS outage in our Kubernetes e @ e
cluster fstion
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Experiment Design

00:01:00

00:01:20

00:00:20 00:01:40 2:10

§& HTTPGET

Request Definition
HTTP Method

Target URL

HTTP Headers
Optional

Additional Settings >

Repetition Control

(8]

GET b 4
http://k8s.demo.steadybit.io/pro...

Key Value

How would you like to specify request repetitions?

(® Regquests per second

| Total number of Requests

Requests per second

Optional
Duration

Additional Settings >

Result Verification

Response status codes

Required Success Rate

1 =
100 Seconds ~
200-299
100 %
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Experiment Run

#35651
2410112023, 15:01:00 by Benjamin Wilms

A

Hot-Duals service delay in eu-ceatrai-1a & eu-centrai-1b

_

15:01:00 ¥ Cxperiment execution created by Benjeain Wilss.
15:01:00 ¥ [stablishing connection to agents ...
2 15:01:13 v waiting 10s
3 15:01:13 v Waiting 605
O prrrowe
2 1500 v on container
@ ret sown, vharor- ceen.n 988! completed.
2 15:01:32 ¥ on container
@ bt cwmt agre. 1 bl dman exgna_net cman. EHdcsLbed b a0 cosploted.
2 15:01:36 v (EEEEEEEETTTRTINSTEY on container
completed.
2 15001137

15:01:19 Normal  valid store validated

15:01:37 Warming Unhealthy  Readiness probe failed: Get “http://10.1.85.84:8980/actuator/hoalth/readiness™: -
15:01:42 Marning  Unhealthy Liveness probe failed: Get “http://10.1,88.84:8080/actuator/health/Liveness®: co.
15:01:55 Marming Unbealthy Liveness probe failed: Get “http://10,1.83,70:8080/actvator/health/liveness®: co.
15:01:52 Marning Unhealthy Liveness probe failed: Get "http://10.1.88,.84:5080/actuator/health/Liveness™: co.
15:01152 Marming Ushealthy  Readiness probe failed: Get “http://10.1.88,84:8880/actuator/heslth/readiness™: -
15102105 Warning  Unhealthy Liveness probe failed: Get “hitp://10.1.8),.70:18080/actvator/health/Liveness™: co.
15:02 Warming Unhealthy Liveness prode failed: Get “http://10.1.88.8418080/actuator/nealtn/liveness™: co.
15:02:02 Normal  Killing Container gateway failed liveness probe, will be restarted

15:02:15 Warning Unhealthy Liveness probe failed: Get “hitp://10.1.83.70:8088/actuator/heal th/iveness®: co.
15:02:15 Normal Killing Container gatewsy failed liveness probe, will be restarted

15:02:11 Warming Unbealthy Readinesy probe failed: Get “http://10.1.80,84:8808/actvator/health/readiness”;:

AtackMonitor  Agent Log

DNS outage ks cluster demo-prod

For 1 out of 20 depioyments, there are kess pods resdy o MOre Present than desired

Q ateway v

gateway 00

HTTP Responses for http://k8s.demo. steadybit.io/products

Status-Filter

502

SocketTimeout...

SockotTimeout...
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When should we run these
experiments?
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Make it an

T lc] part of the software
development process




GitHub Action

Pull roquests Issues  Codespaces Marketplace Explore

ybit / shopping-demo

Code @ lmwves 1 Pulrequests @ Actions 3 Pr
Re-run all jobs

@ Add resilience test action #

2 Summary
run_experiment

| © run_experiment v @ Setupjod

SHA1 e c20ebbdchad

n-experinentay

steagybit/ry

o 6000
€1
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Recap
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Embrace failures and turn them into
experiments
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Chaos Engineering with Steadybit

= —f——— | Start experimenting right away
o | and become more resilient.
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Thank you

steadybit.com




