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Innovation in software
IS a continuous process
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Lets talk innovation in
achieving Reliability or
Resilience
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B The Cost of Software Development

27M  $100K $2.7T

Software developers globally Average salary Annual payroll

© HarnessInc. 2023



B DeveloperTime Spent Coding

To the developers in my network: How much time in a workday
do you actually spend writing code?
The author can see how you vote. Learn more

7-8 hours

4-6 hours

3-4 hours

Less than 3 hours

729 votes - Poll closed

© HarnessInc. 2023



B The Opportunity

nnnnnnnnnnnnnnnn

$2.7T

Annual payroll

$675B

Redirected to development

150%

Developer toil

1 25%

Developer budget

Yy



B The Opportunity

Innovate to Increase
Developer Productivity and
Save Costs

© HarnessInc. 2023



B Where canyouincrease developer
productivity?

® ch\woc %og/hm,re 6@\& e
® Ze,c\woc %o%wa/re Dq?\o{wa Twme
O ch%c so‘s:\'vlu-c 3>c\o¢g Twe
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B Whydo Developers spend more timein
Debugging?

o OVCrs’\%M

® Dc?cwéem'\cs have wot heen Fested

® (ack o wwé@rﬂww&'\w% o§ Ahe ?roc\\ufY
irchirecfure

o (/oc;e ZAQ W kew environwmendt
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A Costof Debugging

Dev ?roéwcfhv'&{ s sl Bug Fix Coct by Stage
oy & Ale debwgging

\S \Aou\?'\?cw'\w% w QA aond
QrC—QrOA
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B Revisit cloud native developers

Deuc\oyus Qoows wethin —

Mongo, Kafka, TiKV, Vitess, @
Postgres,etc Cloud Native Services

CoreDNS, Envoy, Prometheus,

Xhe confainers irnd Ts il

Kubernetes Services o

l S © Platform Service
Infrastructure
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A Impactof outage

LonYaaners are

Xested for
gu.wcfhowou\'(h/, What
Ahere are Saulbrs
Ooou—rr'\w% W Ae(’:\?

Ac'\?cvm\cwo’\es?
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Container Code
Application

API

Resources

Infrastructure

IMPACT OF
OUTAGE



B Faultsindeep dependencies can cause debug time

Developers

Service

Resilience
Impacted

debugging

This s o case o 10N cosk

© HarnessInc. 2023

Dependency
fault
discovered

New Resilience
issue
discovered and
fixed




Dependent fault testing is a need in cloud native

Test Jour code Sor Saults
\Aa/?\?ew'\w% W

- Wikl Ale code

- dhs AL conswmpiion
- ANs eyFernal

Container code

Application
API
Resources

Infrastructure

resowrces
j:b Ae?ewéem
' lwgrws’%rwcﬁwre :
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This means

Cloud Native Developers

Needtodo

Chaos Testing

' ©Harness$Inc. 2023 -




Revisit the famous use case of Chaos
Engineering

Introduce controlled faults to reduce
expensive outages

* 2
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Revisit the famous use case of Chaos
Engineering

Introduce controlled faults toreduce
expensive outages

¢ Recommends Production Chaos Testing
e Very highbarrier
e Game Day Model

© Harness Inc. 2023



Traditional Chaos Engineering has been

e Areactive Approach
e (Or)Driven by regulations, e.g: Banking

* 2
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New patterns of adoption of Chaos
Engineering is driven by

e The needtoincrease developer
productivity
e The need toincrease qualityin cloud
native environments
o The need to guarantee Reliability in the -
move to cloud native A e
I

© Harness Inc. 2023
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These needs lead to the emergence of
the new concept

CONTINUOUS
RESILIENCE




What is Continuous Resilience?

Verifying Resilience through
Automated Chaos Testing
Continuously

© Harness Inc. 2023



Continuous Resilience s

Chaos
Engineering
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Continuous Resilience Metrics

Resilience Score Resilience Coverage
The average success % of steady state of The number of chaos tests executed
a given experiment oracomponentor a X100
service

Total number of possible chaos tests

' ©Harness$Inc. 2023 -
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Continuous Resilience approach can
also be seen as a pipeline approach




Gameday Approach Vs Pipeline Approach

Chaosvia Game Days

ChaosviaPipelines

Chaos Experiments are executed on
demand and with alot of preparation

Chaos Experiments are executed
continuously and without much
preparation

Primarily targeted towards SRE as a
persona

All personas are executing the chaos
experiments

Adoption barrieris very high

© Harness Inc. 2023

Adoption barrie



Traditionally ... Developing Chaos Experiments

e |sachallenge > Codeisalways changing > Bandwidthis not budgeted

e Theresponsibility is typically not identified, SREs are usually pulled in
into incidents and corresponding action tracking.

e Isnottrackedtocompletion. Noidea how many more to develop.

© Harness Inc. 2023



With Continuous Resilience Approach
Developing Chaos Experimentsis

e Isateamsport. Typicallyitis attributed to an extension of regular tests.

e ChaosHubsorExperimentrepositories are maintained as codein git.

e Youknow exactly how many more tests need to be completed,
because you have the resilience coverage metric. '

© Harness Inc. 2023
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Summary

e Resilienceisareal challenge inthe modern or cloud
native systems because of its nature.

e Use Chaos Experimentation to get ahead of the
resilience challenge.

e Pushchaos experimentation as adev cultureinto the
org ratherthan a game day culture. Dev culture

approach makesit easy and scalable.

© Harness Inc. 2023



Thank You

Reach out to me at
¥ @uma_mukkara

The Platform for Software Delivery

Harness
® harneSS e Chaos Engineering .
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