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Rotem Refael

Developer in 
heart and soul

Devops 
enthusiast

Yoga lover Basketball fan



• 96% of organizations are either 
using or evaluating Kubernetes

• 5.6 million developers are using 
Kubernetes worldwide. That's 31% 
of all backend developers

• Kubernetes is increasingly being 
used in production by companies 
leveraging managed services and 
packaged platforms

 Too many alerts, too much
 complexity, diminished

security value

 Kubernetes is the
 new cloud native
operating system

 Kubernetes is
 no longer “off the
radar” for attackers

Current security 
 solutions fail to
 provide “devops”
experience



K8s Who, Why and How?

How often are you release cycles?
What role at your organization is most responsible 
for container and Kubernetes security?Why are you using K8s?



Why do we need K8s security?
Through 2025, more than 99% of cloud 

breaches will have a root cause of 

customer misconfigurations or mistakes

Of the following risks, which one are you most worried about 

for your container and Kubernetes environments?

In the past 12 months, what security incidents or issues related 

to containers and/or Kuberntes have you experienced?



Protecting Kubernetes – two main paradigms to apply

Find known Vulnerabilities 
& Misconfigurations

Anomaly Behavioral Analysis 
and Network Segmentation 

K8S POSTURE MANAGEMENT K8S RUN TIME PROTECTION 



Find known Vulnerabilities 
& Misconfigurations

Anomaly Behavioral Analysis 
and Network Segmentation 

K8S POSTURE MANAGEMENT K8S RUN TIME PROTECTION 

Focused on shrinking 
the attack surface, 
can be done early 
in the CI/CD

Focused on assuring 
detection/prevention 
of attacks when 
they happen

Protecting Kubernetes – two main paradigms to apply



Configuration 
issues Vulnerabilities

GIT repositories Container registries

Kubernetes Kubernetes



Kubescape Is Becoming The Most Popular 
K8s Security Open-Source tool on Github



A Multidimensional Kubernetes single pane of glass

RBAC Visualizer Image scanningRisk analysis & Compliance 



Building Kubernetes Security 
Single Pane of Glass 

Define and Enforce Best Practices  

Identify and Prevent Drifts

NSA, MITRE, K8s Best 
Practices, or create 
your own custom one

Continuously, from CI/CD 
to Production

Continuous Env Tightening and 
attack surface reduction
Quick remediation, automatic 
recommendations, contextual insights 

Kubernetes 
Configuration

Workload 
Configuration

Vulnerability 
Assessment

Compliance 
Benchmarks

RBAC 
Control

Single Pane
of Glass

User Activity 
Monitor and 

Control



Dev To Production 
Kubernetes Platform

Configuration

Deployment

Production

#01

#02

#03

Open Source. 
Free Forever

Tiered Offering. 
Free Tier

Tiered Offering. 
Free Tier

On demand checks

CI/CD embedding

Yamls & cluster 
(from outside)

Frameworks

In cluster install

Always on watching

Vulnerability scanning

Admission control

Audit log analysis

Live alerts

Least privilege monitoring

Native policy enforcement

Runtime 
Zero-Trust

Deep observability

Vulnerability relevancy

Memory protection

Secret protection

Zero Trust network protection

Identity based data 
protection

Service Mesh interoperability

Live feedbackLive feedback

Check early 
in the CI/CD

Continues 
Posture control

Checkout our Roadmap on GitHub:
https://github.com/kubescape/kubescape/
blob/master/docs/roadmap.md 

https://github.com/kubescape/kubescape/blob/master/docs/roadmap.md
https://github.com/kubescape/kubescape/blob/master/docs/roadmap.md


Single 
Pane 
of 
Glass 
Dashboard 



3 Min to get your first scan, no in-cluster 
installation, read only privileges

Less than 3 Min to get 
your first scan

API Based with 
read-only Privileges 

Get Started:          https://github.com/armosec/kubescape 

https://github.com/armosec/kubescape


Research Results:

What have we learned 
from scanning over 
{10,000 K8s clusters}



Data-Set Overview



Data-Set Overview



What have we learned from scanning 
over 10,000 clusters?  

Average risk score per framework 

Risk Score above 60+ puts 

you in the worsts 5% 

Risk Score below 10 puts you 

in the best 10% 

KEEP YOUR 
SCORE BELOW 

BEST PRACTICE 

30



100% of clusters had 
misconfiguration in them

65% of cluster had at least one 
high severity misconfiguration

50% of clusters had 14 or more 
failed controls

What have we learned from scanning 
over 10,000 clusters?  

The top 5 Security 
Misconfigurations found



Stop running Privileged Containers...  

Basically cancels the entire 
container isolation concept

Leaves you exposed to kernel 
vulnerabilities 



Stop running Privileged Containers...  

Basically cancels the entire 
container isolation concept

Leaves you exposed to kernel 
vulnerabilities 

<<POP QUIZ>>  
RunAsUser = 0

Privileged: False

A Root process in the container, 
without capabilities on the host

RunAsUser = 1000

Privileged: True



Stop running Privileged Containers...  

https://www.armosec.io/blog/privilege-escalation-vulnerability-cve-2022-0492-kubernetes/


63% 
of clusters had workloads 
exposed outside the cluster 
without proper ingress blocked

What have we learned from scanning 
over 10,000 clusters?  



What have we learned from scanning 
over 10,000 clusters?  

63% 
of clusters had workloads 
without proper resource 
limitations



What have we learned from scanning 
over 10,000 clusters?  

37% 
of clusters had applications 
with credentials in 
configuration files



35% 
of clusters had workloads running 
with insecure capabilities

What have we learned from scanning 
over 10,000 clusters?  

23% 
of clusters had applications 
runing with dangerous Linux 
capabilities



What have we learned from scanning 
over 10,000 clusters?  



What have we learned from scanning 
over 10,000 clusters?  

The top 5 
vulnerabilities found 63% of the containers had one or 

more vulnerabilities

46% of containers had one or 
more critical vulnerabilities 

53% of containers had one or 
more RCE vulnerabilities  



What have we learned from scanning 
over 10,000 clusters?  

The top 5 
vulnerabilities found 63% of the containers had one or 

more vulnerabilities

46% of containers had one or 
more critical vulnerabilities 

53% of containers had one or 
more RCE vulnerabilities  
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What have we learned from scanning 
over 10,000 clusters?  

Control – Allow Privileged escalation - 0016
Control – Deny run as root – 0013
Control – Insecure capabilities -  (CAP_DAC_OVERRIDE)
But . . We also added a specific control  . . . 



Closing thoughts

● Most of companies already running on k8s clusters

● Security perspective seems like a big “pain” that no-one wants/can handle

● DevOps are the new security personas in k8s based organizations

● we are overwhelmed with vulnerabilities (to be continued… )



Thank you_


