10 Things That Can Go
Wrong with ML Projects

(and what you can do about it)

Google Cloud

Karl Weinmeister {Developer Advocacy Manager}
@kweinmeister




Machine learning practitioners are solving
important problems every day. They're also
experiencing a new set of challenges. Let's
discuss the best practices and tools to help.



What can go wrong?

Building a Model Model accuracy

1. You aren't solving the right problem 4.  You have an imbalanced dataset
2. Jumping right into development without a prototype 5.  Model accuracy is not good enough

3. The training process is slowing your team down

Transparency and Fairness MLOps

6. The model doesn't serve all of your users well 8.  You accidentally push a bad model into production
7. It'sunclear how your model works 9. Your model accuracy is drifting downward

10.  Model inference isn't scaling well in production



Building a Model
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1. You aren't solving the right
problem

Some organizations are transforming how they operate
and serve their users with machine learning.

Others struggle to get value out of their machine
learning projects.

What goal is your machine learning model trying to
achieve?

How do you answer whether your model is "good" or
"bad"? Do you know what your baseline is?




Focus on a long-term mission with maximum impact

Insights from the
Product Management for Al video:

PrOdUCt Manageme nt e Stay focused on your goals, but be
fOI‘ AI flexible on the tactics to get there

e Set milestones, but be prepared to

Google DeepMind pivet

e Your users should be involved at each
stage of the project



http://www.youtube.com/watch?v=CiJT36D8SZc
https://www.youtube.com/watch?v=CiJT36D8SZc

Predictive Analytics

Fraud detection
Preventive maintenance
Click-through-rate
Demand forecasting
Will customer buy?

Annotate videos
Identify eye disease
Triage emails

Automation
|
Schedule maintenance
Reject transactions
Count retail footfall
Scan medical forms
Triage customer emails
Act on user reviews

Ensure that your problem is a good fit for machine learning

Personalization

Customer segmentation
Customer targeting
Product recommendation

Google Cloud



2. Jumping into development
without a prototype

A machine learning project is an iterative process.

You should start with a simple model and continue to
refine it until you've reached your goal.

A quick prototype can tell you a lot about hidden
requirements, implementation challenges, scope, etc.




Create models directly from BigQuery with BQML

Execute ML initiatives without
moving data from BigQuery

Iterate on models in SQL in BigQuery to
increase development speed

Automate common ML tasks

Built-in infra management, security &
compliance, supporting a seamless transition
to production model development



Automate the model building and deployment process with Cloud AutoML

=i
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Dataset Generate predictions
clEieliaenl with a REST API

& =2

Train  Deploy Serve



3. Model training can take a long time

Model training is the process of learning from input data
to construct a model.

For many real-world datasets, training can take hours,
days, or even longer.

After your model is trained, you can then evaluate its
accuracy to see if you've made an improvement.

When your team is trying to rapidly iterate on new ideas
and techniques, training time can slow down projects
and get in the way of innovation.




Serverless Training with Vertex Al

Train models without managing
infrastructure

Supports TensorFlow 2.x and other popular
data science and machine learning
frameworks. You can even run your own
Docker container.

Leverage distributed training on the latest
GPUs and TPUs to finish jobs faster

Improve your model quality with automated
hyperparameter tuning using parallel trials

= Google Cloud Platform 8 Google Paid Project v

&
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*i  Data Labeling

Al Platform & Job Details DEPLOY MODEL DOWNLOAD MODEL
Rashboy caip_training_1597268920
Al Hub @ Succeeded (4 min 18 sec)

Creation time
Start time.
End time
Logs

Notebooks

$ Pipelines TensorBoard

Consumed ML units
Jobs

Training input
Models

Training output

Model location
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Google Cloud TPU

O [ ¥t

Cloud TPUs enable businesses and With Cloud TPUs, you can train Cloud TPUs can reduce the
researchers to train and run more powerful and accurate cost of machine learning work
cutting-edge & large-size ML models than ever before. and speed up time to market

models at faster speed and scale. for new Al applications.

Google Cloud



Model Accuracy
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4. You have an imbalanced dataset

Some ML tasks, such as fraud detection, use data with
many more labels of one class than another.

If 99% of data is benign, and 1% is fraudulent, it's easy to
get 99% accuracy in your model. Just predict that every

transaction is benign!

How can you balance accuracy across each class?




TensorFlow > Leamn > TensorFlow Core > Tutorials Yy
Classification on imbalanced data

Techniques to deal with
imbalanced data:

Run in Google Colab o View source on GitHub 1 Download notebook

This tutorial demonstrates how to classify a highly imbalanced dataset in which the number of examples in one class
greatly outnumbers the examples in another. You will work with the Credit Card Fraud Detection dataset hosted on
. . Kaggle. The aim is to detect a mere 492 fraudulent transactions from 284,807 transactions in total. You will use Keras to
o Welghtlng eaCh Class define the model and class weights to help the model learn from the imbalanced data. .

This tutorial contains complete code to:

e  Oversampling and undersampling
«» Load a CSV file using Pandas

b Generati ng Synthetic data « Create train, validation, and test sets.

« Define and train a model using Keras (including setting class weights).

« Evaluate the model using various metrics (including precision and recall).

» Try common techniques for dealing with imbalanced data like:

| « Class weighting ‘
.y - —

tensorflow.org/tutorials/structured data/imbalanced data

Google Cloud


https://tensorflow.org/tutorials/structured_data/imbalanced_data

AutoML -
Optimization Objective

When training a model, select an appropriate

optimization objective for your project goals:

AUC PR (maximize precision-recall
curve for less common class)

AUC ROC (distinguish between
classes)

Log loss (maximize accuracy across

entire dataset)

Advanced options A

Optimization objective

Depending on the outcome you're trying to achieve, you may want to train your model to
optimize for a different objective. Learn more

(® AuCROC
Distinguish between classes

() Logloss

Keep prediction probabilities as accurate as possible

(O AUCPR
Maximize precision-recall curve for the less common class

(O Precision At recall value o

O Recall At precision value (7]

Google Cloud



AutoML -
Model Evaluation

Review accuracy metrics

at different thresholds

Review confusion matrix
to understand where

misclassifications occur

Consider updating
Optimization Objective

and re-training if desired

Tables

Datasets

Models

& ontime_demo_1026_628

IMPORT TRAIN

= Filter labels

Ontime

Delayed

Confusion matrix @

A confusion matrix helps you understand where misclassifications occur (which classes get "confused" with each other). Each row is a predicted

MODELS EVALUATE TEST & USE

Delayed

— Score threshold ——@
- F1score @

Accuracy @

Precision @
True positive rate (Recall)

()

False positive rate @

The score threshold determines the minimum level of confidence
positive. Learn more about model

needed to make a

0.50 0

0.391

81.6%
(3,336,934/4,087,843)
74.8% (241,455/322,647)

26.5% (241,455/911,172)

0.026 (81,192/3,176,671)

evaluation

Precision

True positive rate

0%

AUC: 0.576

class and each column is an observed class. The cells of the table indicate how often each classification prediction coincides with each

observed class.

True labels <

Delayed

Ontime
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zb &
QA &
& &

100% 0% 100%

Recall False positive rate

PRC @ AUC: 0.783 ROC @



5. Model accuracy is not good enough

Sometimes, you might feel stuck.
You can't improve the model accuracy any more.

Is there anything that can be done?




Does your model include
features for each root cause?

Aircraft Armving Late

Air Carmier Delay

o/
6% 6%

0% 0%
—— . R S S A | Security Delay
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P

Understanding the Reporting of Causes of Flight Delays and Cancellations

Solutions that may help

e |Improve domain expertise for the problem you're
trying to solve
Include more, varied training data
Feature engineering
Consider removing features that may be causing
overfitting; or start with a smaller model and
incrementally add features

e Try different model architectures,
hyper-parameter tuning, and ensembles

e Try AutoML to see what's possible with your input
data


https://www.bts.gov/topics/airlines-and-airports/understanding-reporting-causes-flight-delays-and-cancellations

Transparency and Fairness

Google Cloud



6. Your model doesn't serve all of
your users well

"Fairness is the process of understanding bias
introduced by your data, and ensuring your model
provides equitable predictions across all demographic
groups. Rather than thinking of fairness as a separate
initiative, it's important to apply fairness analysis
throughout your entire ML process."

- Sara Robinson, Building ML models for everyone:

understanding fairness in machine learning



https://cloud.google.com/blog/products/ai-machine-learning/building-ml-models-for-everyone-understanding-fairness-in-machine-learning
https://cloud.google.com/blog/products/ai-machine-learning/building-ml-models-for-everyone-understanding-fairness-in-machine-learning

Responsible Al: Questions for each phase of the project

What problem(s) will How was the training How was the model How was the model Is the model
the model solve? data collected, trained? tested? behaving as
sampled, labeled? expected?
Who's the intended Who trained it? What test datasets
user? Is it representative of When? were used? Why did the model
the real-world? fail in this case?
Define problem Collect & Train model Evaluate Deplgy &
monitor

prepare data

What are the risks
associated with the
use-case?

What will ‘success’
look like?

Is the training data
skewed?

Is the data
privacy-protecting?

How was the model
debugged/improved?

What are the models’
limitations?

23



What-If Tool: Visually probe the behavior of trained ML models

Datapoint editor Performance & Fairness Features 500 datapaints loaded XX (D
Visualize A Bin Binning | Y-Axis Color By Label By S X-AxXIS er | Y-Axis s
~  {none) - Inference label 1 ~  (default) ~ Inference score 1 ~  Inference score 2 ~ =
® Q Partial plots
Show nearest counterfactual datapoint © u 0 2z 0
Show similarity to selected datapoint
Edit
.0 [] x
g
Select a datapoint to begin exploring o] @
model behavior for your selection. | °® L] ‘ ‘
Edit and Infer. Edit your datapoint here and run inference in w .
the Infer table to see differences in model behavior | © ® ®
Visualize: Switch between visualizing datapoints and | '.
exploring partial dependence plots to gain insights into your |
model's behavior. Explore counterfactuals or see how similar :
(or different) the rest of your dataset is from your selection. |
|
|
|
0.000502 0.994
i Legend ~
= Colors
infer ~ by Inference label 1
@) ® <=50k
Run inference ® >50k

Google Cloud



TensorFlow Model Analysis: Sliced ML model metrics

In [13]: # Show data sliced along feature column trip start hour.

tfma.view.render slicing metrics(

tfma_result 1, slicing column='trip start hour')

Visualization
Slices Overview

Examples (Weighted) Threshold

- 0

Show

Sort by

post_export_metrics/example_count ~ Slice

Il post_export_metrics/example_count

600

450

300

150

0

- SO T T Lo Tg o - Wil - Lab S LRS- L L SLIPRS S DL - DL AR LR . (TR o T o T
0 (07 (0 (0 (0 (0 (0 (0~ (0~ (0 (0~ (0~ (0 (@0~ (@0~ (0~ 07 (R~ (0~ (0 (R~ ({0~ (0~ (O~

feature

trip_start_hour:8
trip_start_hour:9
trip_start_hour:10

trip_start_hour:1

accuracy

0.97938
0.98113
0.95197

0.94180

accuracy_baseline

0.97938
0.98113
0.95197

0.94180

0.66513
0.69231
0.77377

0.78422

auc_precision_recall

0.99010
0.99140
0.98236

0.98231

average_los

0.1111
0.0892
0.1541

0.1901

Google Cloud



7. It's unclear how your model works

ML models are often distributed without a clear
understanding of they function.

How will you be able to explain how your model makes
predictions?

Under what conditions does the model perform best
and most consistently?

Does it have blind spots? If so, where?

i

SV 83 e,




Explainable Al on Google Cloud: Support for multiple data types

Images Text

How could you not

ost import; t important

Sentiment score: 0.9

Tabular
Name Feature value Attribution value
distance 1395.51 | =2.44478
start_hr 18 -1.29039
max_temp 20.7239 0.690506
temp 16.168 0.12629
dew_point 7.83396 0.0110318
prcp 0.03 -0.00134132



How can you use
Explainable Al on Google

Cloud today? e
s
Application
*Vertex AutoML AutoML developers
for Tabular Data
BigQuery ML
*Vertex Al Prediction Vertex Al Training & Prediction
Vertex Pipelines Data
scientists
& ML
* Notebooks Deep Learning VM images engineers

Google Cloud



Document your Model with Model Cards

Object Detection

M Cand 3 Chnnt Vi AT

Object Detection

£0m apparel and anmals 1 10ls and vencies, a0 161U & box Mround each cbject 38
well 53 8 label and dencristion for mach object

On s page of
atyects nges you poerty

Imecon 108

f accaL o
® Cremagm @ Gonge e
et
mutie), and for canagones of otjects (e § appavel, food).
gt Pmcas(s) ex videcls)
Two pertcemance meuics v reported
Output The e can deect $50+ ifferent clyect classes. For wach obyect Svtected i
PhOto or ideo, the madel ctputs o A Preciuen (AP)
o Mcat ot 0% Precisen
o Open images Vakdaton st which contans ~408 images ard 600 odyect Classes, of
which the madel can recegaize S18
Mode! wrchitacture Srgie 570t detecior model with @ Resret 101 backbone and » o contamieg 210
Sosnae pyamic asvnts st map ‘sbiec casses, a3 of which model can recognae
© View putic AP1 Socumentanon © o pertormance

modelcards.withgoogle.com

@ tensorflow / model-card-toolkit ©waen - 14

‘rse w02 Yrox W

<2 Code D) tssues 11 P requests 3 %) Actions Projects (D wiki (D Securty = Insights

P master - P Sbranches ©0tags Go 1o file Add file -

F"  tughmiao and mi-taimess-infra-github ro-op = 453803 yesterday O 40 commits

m gunub nternal chango 3 months ago
B8 modet_card_toolkit no-op yesterday
[) CODE.OF.CONDUCT.MG  nternal change 3 months ago
[ CONTRIBUTING.md tnternal change 3 months ago
D ucense internal change 3 months ago
D READMEmd Add model card image 10 README.md 3 monhs age
D RELEASEmd publish Stancaione MCT Case Study 13 days ago
D setuppy Add Markdown template to ModelCardToolkit outp... 18 days ago
README.md

Model Card Toolkit

The Model Card Toolkit (MCT) streamlines and automates generation of Model Cards (1],
machine learning documents that provide context and transparency into a model's

and ing the MCT into your ML pipeline enables the
sharing model metadata and metrics with researchers, developers, reporters, and more.

Some use cases of model cards inciude:

Model Card Toolkit

About

a tool that leverages rich
metadata and lineage
information in MLMD to build
@ model card

@ Readme

0 Apache-20 License

Releases

No rvieases published

Packages

No packages published

Contributors &

§910

Languages
e———
® Pythen 50.4%

o WL 400

Google Cloud


https://modelcards.withgoogle.com

MLOps

N

Google Cloud



8. You could accidentally push a bad
model into production

Your data science team is constantly running
experiments to find a better model.

What if you accidentally deploy a model that wasn't
tested properly, and your users are impacted?




Create a reproducible workflow with Vertex Pipelines

&« taxipipeline-amyw20210322183909 Do ®

An ML pipeline allows you to run the same steps in the A ey ey

same environment every time with a trigger or schedule

Include steps for:
a. Data validation o= o
b. Model evaluation

c. Conditional deployment

Track pipeline runs and generated artifacts

i

i

Pipeline run analysis

Encutioniofo @ Conplnd

Ingut Paramaters

s contg



9. Your model accuracy is drifting
downward

Over time, the performance of most models will decay.
Conditions in the outside world change. This means that
the data distributions for the features the model were

trained on will also change.

How do you detect this data drift and manage it?




Detect and manage model drift with MLOps processes

Continuous Evaluation

e Sample your model's predictions

e Compare the model's predictions to
"ground truth”

e Assess the accuracy

e Send notification if threshold reached

Continuous Training

e Deploy an ML pipeline that automatically:

(@)

(@)

(@)

Extracts latest data from sources
Trains a model
Tests the model

Deploys to production

Google Cloud



Vertex Model Monitoring

Automatically alert your data scientists
and ML engineers when model
performance changes

Detect drift and training-serving skew

Provides confidence in model reliability

A

iy
B

CR-R-N-R-N-N-N-N-N- 1]

Proprietary + Confidential

Google Cloud



10. Model inference isn't scaling well
in production

Your ML model is a success.

It solves the problem well, and will be
integrated into a widely used application.

How will you host the model and serve all
of the requests?




Robust and reliable model hosting with
Vertex Prediction

e Serve online endpoints for low-latency
predictions, or predictions on massive
batches of data

= Google Cloud Pistform 3 wwedsantios

fjimEEEN
¥ p z g B

e Scale automatically based on your traffic

Al Platform

e Log prediction requests and responses to @
BigQuery for monitoring and debugging

e Choose from a variety of compute options,
including the inference-optimized NVIDIA T4 Built on
GPU, for faster predictions Google Kubernetes Engine (GKE)

Google Cloud



Resources

Google Cloud



Resources

Gocgle Cloud Wy Oooge Seumors  NOAKE  Premp  Geming Stwied Q <€ > Codelabs Q -

R R RN
I

ii

0:00000000 !

. =
Vertex Al Codelabs Al Adventures
Try out the end-to-end platform Hands-on labs that enable you to 50+ Youtube videos covering
for data science and machine learn machine learning concepts machine learning concepts and

learning on Google Cloud and tools on Google Cloud how to use Cloud Al Platform



Thank you!

Have questions or suggestions? We want to hear
from you! Please contact @kweinmeister!



https://twitter.com/kweinmeister

