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Observability: Background

System un-availability and under-performance of applications in IT landscape
negatively affect user experience and customer satisfaction causing revenue losses for
organizations.

In a complex, multi-layered, distributed computing environment with so many
interdependencies it is impossible to keep track of application full-stack, and this is
where observability enables organizations to find needle in the haystack, by identifying
and responding to systems issues before they affect customers.

Observability provides multiple stakeholders with actionable insights into the
distributed infrastructure and is a capability of modern enterprises.
Observability enables end-to-end data visibility across multi-layered IT architecture
simplifying root cause analysis.
DevOps and SRE teams can quickly identify and resolve issues no matter where they
originate or at what point in the software lifecycle they emerge.
This talk will provide you with an understanding of methods, processes and tools that
are part of an enterprise scale observability platform.
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Observability: Under the Hood

Complex modern infrastructure involves distributed components like cloud,
containers, microservices, serverless, and a lot more combinations of these
technologies. As the usability and complexity of your system increases with
too many moving parts, it becomes difficult to analyze the problems and
predict future ones.

Observability is the ability to understand a system’s internal states from
external outputs such as logs, metrics, and traces.
Observability is a technical solution that uses instrumentation to gather
insights, and explore patterns and properties not defined in advance.
Actionable insights obtained by evaluating the outputs generated by software
systems enable you to reach meaningful conclusions into your system’s
health.
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Observability Vs Monitoring

As per Gartner’s predictions about the pace of change in the software delivery
world, “By 2024, 30% of enterprises implementing distributed system
architectures will have adopted observability techniques to improve digital
business service performance, up from less than 10% in 2020.”

Monitoring Observability

Reactive Proactive

Situational Predictive

Speculative Data-driven

What + when What + when + why + how

Expected problems (known 
unknowns)

Unexpected problems (unknown 
unknowns)

Data silos Data in one place

Data sampling Instrument everything
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Telemetry : Pillars of Observability

Telemetry 
Type Pillar Description

Metrics

These are numeric values measured over an interval of time
with attributes like granular, timestamped, and immutable
records of application events. System metrics are easier to
query and can be retained for longer periods.

Logs

These are time-stamped text records of events that
occurred at a particular time. They come in three formats:
plain text, structured, and binary. Error logs are basically the
first thing you look for when something goes mayhem in a
system.

Traces

These represent the end-to-end ‘journey’ of a user
request through the entire distributed architecture and
back to the user. Using distributed tracing, you can track
the course of requests through your system and identify
the cause of any breakdown.
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Observability: KPI and KRAs that it impacts (NFRs)

KPIs & KRAs Description

Customer Experience Improves the end-to-end customer journey / experience.

MTTR Reduces Mean Time to Repair MTTR

MTBF Improves Mean Time Between Failures MTBF

Reliability & Availability Improves Reliability & Availability based on business objectives and goals.

Performance Improves System Performance

Scalability Improves System Scalability
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Observability Platform Objectives 

One needs an observable system to spot problems as they arise before they disrupt the
customer experience. Early recognition and pre-emptive resolution enable better
decision-making and a faster feedback loop.

Description

Enhanced visibility of system performance and health.

Discover and address unknown issues with accurate insights.

Fewer problems and blackouts as a result of observability capabilities deployed as part of the IT Landscape.

Predict issues based on system behavior / outs by combining observability with AIOps machine learning and automation
capabilities.

Catch and resolve issues in the early phases of the software development process.

Deep-dive into logs and inspect stack trace errors.
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Observability Platform Framework

Best Practices and Guidelines for the capabilities to be built into the design of 
an observability solution:

Description

Reporting on the overall health of systems which includes systems uptime and availability. Monitoring for key
business and systems metrics

Reporting on system state as experienced by customers: if the customers experience negatively impacted – Pattern
Discovery

Tooling to help understand and debug systems in production. Explicitly documented Service Level Objectives with
defined values indicating success or failure - Event Correlations

Access to tools and data that help trace, and diagnose infrastructure problems in the production environment, -
Root Cause Analysis

Tooling to identify unanticipated problems, typically referred to in observability circles as “unknown unknowns” –
Anomaly Detections



10© EVIDEN SAS 10© EVIDEN SAS

Observability Solution: Reference Architecture
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Observability – Logical Architecture
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Elastic Observability – Functional Architecture
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Observability – Telemetry Parameters
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Observability Tooling Stack Comparison – ISV, Open Source & Hyper Scalers

Observability Stages Open-Source Azure Native ISV

Logging Logstash Azure Monitor

Dynatrace, 
AppDynamics, 
NewRelic

Application Monitoring Prometheus Application Insights, Service 
Health, Service Map

Distributed Tracing Jaeger Application Insights

Infrastructure Monitoring Nagios Azure Monitor, Network Monitor

User Experience 
Monitoring

JavaMelody, Apache 
SkyWalking

Analyze Elasticsearch
Azure Advisor, Azure Log 
Analytics, Azure Metrics 
Analytics 

Visualize & Respond Kibana Alerts, Dashboards, Power BI
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Observability Tooling Stack Comparison – Open Source

Observability Stages Open-Source - Hybrid Open Source - ELK
Logging Logstash Logstash. Filebeat, Metricbeat

Application Monitoring Prometheus Logstash. Filebeat, Metricbeat

Infrastructure Monitoring Nagios Logstash. Filebeat, Metricbeat

Distributed Tracing Jaeger Logstash. Filebeat, Metricbeat

User Experience Monitoring JavaMelody  (Apache SkyWalking) Logstash. Filebeat, Metricbeat

Analyze Elasticsearch Elasticsearch

Visualize & Respond Kibana Kibana
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Observability: KPIs & KRAs that it monitors
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KPIs & KRAs: Application Server Module
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KPIs & KRAs: Database Module
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Azure Monitoring - Dashboard
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AIOps Architecture
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Problem 
detected Level 2 Support - Triage Level 3 Support (Devs) – RemediationAuto Ticketing

60 minutes

B
e

fo
re
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C

E

Problem 
detected

Automated 
RemediationAuto Ticketing

9 seconds

A
ft

e
r 

A
C

E

Results Show up to 99% reduction in incident 
response time

“With Cloud Automation Enablement, 
we’ve improved outage resolution time 
from 1hr to 9 seconds”

Observability: Automated Cloud Remediation
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Information on problem resolution can be tracked across both systems;
bi-directional data flow also helps refine ML models for both systems

- Correlate events in Event 
Management

- Generate ticket in ITSM
- Notify impacted users in CSM
- Notify IT or DevOps teams via Major 

incident
- Kick-off automated remediation 

workflow via Orchestration or 
Integration hub

Automated Cloud Enablement
Integrate with both ServiceNow & Ansible for automated remediation
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Infrastructure as a Code - IaaC

Automate the deployment and management of your entire IT footprint. 

Do this...

Orchestration Configuration 
Management

Application 
Deployment Provisioning Continuous 

Delivery
Security and 
Compliance

Firewalls Load Balancers Applications Containers Clouds

Servers Infrastructure Storage And more...Network Devices

On these...
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Infrastructure as a Code - IaaC

SPECIFICATIONS
DESIRED INTENT

IMPLEMENTATION

The IaC approach promotes formalized, standardized, and automated operational processes—and dictates that these 
operational processes are documented as configuration files or programming code. 

By treating infrastructure as code, IT organizations can automate management tasks while using the best practices 
of software development, including code review and version control. 

This approach mitigates management complexity by breaking down a task into smaller, more manageable 
processes, controlling the execution of code, and effortlessly maintaining up-to-date documentation. 
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AIOps: Dynatrace + Azure
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Observability : KPIs/KRAs
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Observability : Case Study

Uber and Facebook: Like Stripe, Uber and Facebook also make use of large-scale
distributed tracing systems. While Uber’s system, Jaeger, serves mainly to provide
engineers with insights into failures in their microservices architecture by automating root
cause analysis, Facebook uses distributed tracing to gain detailed information about its
web and mobile apps. Datasets are aggregated in Facebook’s Canopy system, which also
includes a built-in trace-processing system.

Stripe: Another much talked-about example is payment provider Stripe’s use of distributed
tracing to find the causes of failures and latency within networked services—of which as
many as 10 could be involved in the processing of a single one of the millions of payments
the company manages daily. With its payments platform a natural target for payments
fraud and cybercrime, Stripe has also developed early fraud detection capabilities, which
use machine learning models based on similarity information to identify potential bad
actors.
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Observability: Solutions Differentiators

Observability systems enable developers to understand the internal state of a system at any
point in time. Let us take a look at what good observability solutions offer:
• User-friendly: Good observability platforms will provide an at-a-glance overview of multiple

areas of the business, which makes even the most complex data easy to read and interpret.
• Total visibility of your system: You’ll know exactly what’s going on in your business at all

times with insights in easily digestible formats, such as dashboards for example, that you
can comprehend quickly. This way, your business is better positioned to adapt to changing
market conditions.

• Delivers Business Value: When you can collect data and analyze key metrics important to
your business quickly and meticulously, you get to know where to focus your time to
increase results.

• Real-time, Actionable Data: With real-time insights about an issue, its impact on customers,
and how it can be resolved, you have a good chance of achieving higher retention rates and
increased revenue.

• Support Modern Techniques: Effective tools collect observability data from across your
operating environments, stacks, and technologies, and offer the required context for teams
to respond.
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sameer.paradkar@eviden.net@sameersparadkar https://www.linkedin.com/in/sameerparadkar/

Closing Notes and Q & A..
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During the course of this presentation, we may make forward-looking statements regarding future events or 
the expected performance of the company. We caution you that such statements reflect our current 
expectations and estimates based on factors currently known to us and that actual events or results could 
differ materially. For important factors that may cause actual results to differ from those contained in our 
forward-looking statements, please review our filings with the SEC.


The forward-looking statements made in this presentation are being made as of the time and date of its live 
presentation. If reviewed after its live presentation, this presentation may not contain current or accurate 
information. We do not assume any obligation to update any forward looking statements we may make. In 
addition, any information about our roadmap outlines our general product direction and is subject to change 
at any time without notice. It is for informational purposes only and shall not be incorporated into any contract 
or other commitment. Splunk undertakes no obligation either to develop the features or functionality 
described or to include any such feature or functionality in a future release.


Splunk, Splunk>, Listen to Your Data, The Engine for Machine Data, Splunk Cloud, Splunk Light and SPL are trademarks and registered trademarks of Splunk Inc. in 
the United States and other countries. All other brand names, product names, or trademarks belong to their respective owners. © 2017 Splunk Inc. All rights reserved.


Forward-Looking Statements


THIS SLIDE IS REQUIRED FOR ALL 3 PARTY PRESENTATIONS.







▶ What is a KPI?
▶ What makes a ‘good’ KPI?
▶ Where to Find ‘good’ KPIs?
▶ Pre-built KPI’s in ITSI


• Modules
• 3rd Party


▶ Field experience on the evolution of KPI’s
▶ Interesting KPI’s from the ITOA Practice


Outline







What is a KPI?
Key Performance Indicator







“A performance indicator or key 
performance indicator (KPI) is 
a type of performance 
measurement”
– Wikipedia


“A key performance 
indicator (KPI) is a high-
level measure of system 
output, traffic or other 
usage, simplified for 
gathering and review on a 
weekly, monthly or 
quarterly basis.”
– Gartner


Let’s Look At How Others Define KPI 


“Performance measurement[1] is the 
process of collecting, analyzing and/or 
reporting information regarding the 
performance of an individual, group, 
organization, system or component..”
– - Wikipedia







“A KPI (Key Performance Indicator) is a recurring saved 
search that returns the value of an IT performance 
metric, such as CPU load percentage, memory used 
percentage, response time, and so on. ”
– Splunk


Splunk ITSI KPI







“A KPI (Key Performance Indicator) is a 
recurring saved search that returns the 
value of an IT performance metric, such as 
CPU load percentage, memory used 
percentage, response time, and … any any 
valid business metric like revenue, 
orders/minute, Helpdesk tickets, pending 
change requests, etc”


For The Next 35 Minutes, Let’s Use This:







What Is A ‘Good’ KPI ...
… and what is a ‘bad’ KPI







What Makes A ‘Good’ KPI?
… and a not so good KPI


▶ It is insightful
• Metric – a value
• KPI – a value with meaning (think: thresholds)


▶ Intuitive/Easy to Understand


▶ Is relevant to the user’s role/job function
• Executives want less detail, more aggregation
• Admin’s want more detail







What Makes A ‘Good’ KPI?
… and a not so good KPI


▶ Bad KPIs:
• Data is sporadic
• Alerts only when something is bad:  CPU Status Critical
• Counter data:    1234gb,   1239gb,  1299 gb


▶ Somewhat OK KPIs:
• Count-based data:   38 login fails last 15 minutes  (is that OK or not?)


▶ Good KPIs:
• Provide data regularly, whether systems are good or critical: cpu=45%
• Self normalizing data:  login success=90%
• Data with deltas not counters:   1.2 KB/min, 2.1 KB/min, 1.1 KB/min







Where To Find ‘Good’ KPIs
ITSI Modules, Ask and Service Decomposition







▶ ITSI v2.6 ships with nine (9) modules each with prebuilt KPI’s
• Application Servers – 17 KPI’s
• Cloud Services – 7 KPI’s
• Database Systems – 7 KPI’s
• End Use Experience – 8 KPI’s
• Load Balancers – 7 KPI’s
• Operating Systems – 12 KPI’s
• Storage Arrays – 10 KPI’s
• Virtualization – 10 KPI’s
• Web Servers - 8 KPI’s


▶ 86+ available today!


Where To Find ‘Good’ KPIs – ITS Modules
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/AboutITSIModules







Pre-Built KPIs – Application Server Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/ApplicationServerModuleKPIsandthresholds







Pre-Built KPIs – Application Server Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/ApplicationServerModuleKPIsandthresholds







▶ Easy
• Data Model base KPI’s are VERY easy to create
• Data Model based KPI’s are NOT very efficient/performant


▶ Efficient
• Base Searches are the recommended implementation for KPIs
• You can’t change a base search, it must be cloned


▶ Consider the following – How could this search be made more efficient?
• (index=* tag=oshost tag=performance tag=cpu)


ITS Modules – A Word Of Caution On Performance
The difference between ’easy’ and ‘efficient’ 







▶ Syncsort Ironstream Module for Splunk IT Service Intelligence
• https://splunkbase.splunk.com/app/3329/
• Capture real-time information from:


- Mainframe (CPC)
- z/OS® LPARs
- CICS® systems
- DB2® systems 


▶ Converging Data Patient Flow Module for Splunk IT Service Intelligence
• https://splunkbase.splunk.com/app/3325/
• Captures HL7 data related to patient care pathways


Where To Find ‘Good’ KPIs – 3rd Party Modules







▶ Ask the customer/user
• Existing Dashboards
• Daily/weekly/Monthly Status Reports


▶ Bad: “I am here to create KPIs for your system. What do you want?”


▶ Good: “Think about the last time your had an outage, what did you look at in 
order to resolve the issue?”


▶ Different KPI’s for different user roles
• Executives want less
• Admin’s want more


Where To Find ‘Good’ KPIs – Ask







What is the service to 
be monitored?


What are the KPIs for service?


What are the components 
of the service?


Onboard missing data into Splunk.


What are the metrics/what do 
you care about?


Identify data sources for each KPI Create KPIs, tune thresholds


Create Glass Tables


Multi KPI Alerts


Real-time Service Insights


Show value!


Ready for 
ITSI


SERVICE DECOMPOSITION


Create Deep Dives


Create Services, Dependencies


Where To Find ‘Good’ KPIs – Service Decomposition







Observations on the
Evolution of KPIs
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VP of Enterprise Service Monitoring, National Telecommunications Company


“I’d Rather See Three (3) Or Four (4)
Meaningful, Business Level KPIs


Than 15 Or 20 Noisy, Technical KPIs.”







▶ Like most activities in ITSI, creating KPIs is iterative


▶ Yes, you many start with the technical ones that are pre-built…


▶ … But, But, BUT DO NOT STOP WITH JUST TECHNICL KPIs
• We see this happening far too often


▶ Remember the user
• Admins want more technical detail
• Executive want more business relevant KPIs


Observations On The Evolution Of KPIs
It often start technical but shouldn’t end technical







Major Retailer
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Some Interesting KPIs And Some 
Glass Tables For Context







CIO Scorecard
Enterprise Service Status Major Incidents


Service Health


Continuous Operational Visibility


Volume Revenue Incidents Changes


Major Changes


Service Health Volume Revenue Incidents Changes


Service Health Volume Ontime DeliveryIncidents Changes Service Health VolumeRevenue Incidents Changes


Service Health Volume Revenue Incidents Changes Container UtilService Health Throughput Incidents Changes







Online Transactions Services


Internal Transfer Service


External Wire Service
Money Exchange Service


Money Transfer Services


Service Health Corporate


Reconciliation Service


Fed Exchange Service


Core Splunk Searches
Transaction History


System Investigation


Heat Map Analysis







XXX YYY ZZZ











Making machine data 
accessible, usable and 
valuable to everyone.
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1. Remember the user and what they care 
about


2. There is way more to service monitoring 
than technical KPIs


3. It is iterative 


4. Less is more when it come to executives


What makes a good 
KPI


Key 
Takeaways 
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Don't forget to rate this session in the 
.conf2017 mobile app


Thank You







▶ Ready, Set, Go! Learn From Others - The First 30 Day Experiences of ITSI Customers: Tuesday, September 26th, 201712:05 PM- 12:50 PM Room Salon C


▶ Splunk ITSI Overview: Tuesday, September 26th, 2017 1:10 PM-1:55 PM Room 147 AB 


▶ PWC: End-to-End Customer Experience: Tuesday, September 26th, 2017 2:15 PM-3:00 PM Room 143ABC


▶ RSI: Operational Intelligence: How to go From Engineering to Operationalizing IT Service Intelligence Where the Rubber Meets the Road:


Tuesday, September 26th, 2017 2:15 PM-3:00 PM Room147AB 


▶ Cardinal Health: Ensuring Customer Satisfaction Through End-To-End Business Process Monitoring Using Splunk ITSI:


Tuesday, September 26th, 20173:30 PM-4:15 PM Room143ABC


▶ ITSI in the Wild - Why Micron Chose ITSI and Lessons Learned From Real World Experiences: Tuesday, September 26th, 2017 4:35 PM- 5:20 PM Room Salon C 


▶ Event Management is Dead. Time Series Events are the Means to the End, not the End Itself. See How Event Analytics is Revolutionizing IT: 


Wednesday, September 27th, 201711:00 AM-11:45 AM Ballroom C


▶ Triggering Alerting (xMatters) and Automated Recovery Actions from ITSI:  Wednesday, September 27th, 2017 1:10 PM- 1:55 PM Room Salon C 


▶ Leidos - Our Journey to ITSI: Wednesday, September 27th, 2017 2:15 PM-3:00 PM Room147AB


▶ How Rabobank's Monitoring Team Got a Seat at the Business Table by Securing Sustainability on Competitive Business Services Built on Splunk’s ITSI: 


Wednesday, September 27th, 2:15-3:00pm Room 147AB


▶ Here Comes the Renaissance: Digital Transformation of the IT Management Approach: Wednesday, September 27th, 2017 3:30 PM-4:15 PM Room Salon C


▶ The ITSI ‘Top 20’ KPI’s: Thursday, September 28th, 2017 10:30 AM-11:15 AM Room Salon C


▶ Automation of Event Correlation and Clustering with Machine Learning Algorithms – An ITSI Tool:


Thursday, September 28th, 2017 11:35 AM- 12:20 PM Room Salon C 


▶ Event Management is Dead. Time Series Events are the Means to the End, not the End Itself. See How Event Analytics is Revolutionizing IT: 


Thursday, September  28th 11:35 AM - 12:20 PM in Ballroom B


▶ IT Service Intelligence for When Your Service Spans Your Mainframe and Distributed ITSI: 


Thursday, September 28th, 2017 1:20 PM-2:05 PM Room Salon C


Want to Learn More About ITSI at .conf2017? 


Tuesday 
September 
26th, 2017


Wednesday 
September 
27th, 2017


Thursday 
September 
28th, 2017







Q&A
Bill Babilon |  Global ITOA Solution Architect


William von Alt II | Staff Sales Engineer - HHS, Splunk, 
Inc







Pre-built KPIs in ITSI Modules







Pre-Built KPIs – Application Server Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/ApplicationServerModuleKPIsandthresholds







Pre-Built KPIs – Application Server Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/ApplicationServerModuleKPIsandthresholds







Pre-Built KPIs – DataBase Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/DatabaseModuleKPIsandthresholds







Pre-Built KPIs – End Use Experience Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/EndUserExperienceMonitoringModuleKPIsandthresholds







Pre-Built KPIs – Load Balancer Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/LoadBalancerModuleKPIsandthresholds







Pre-Built KPIs – Load Balancer Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/LoadBalancerModuleKPIsandthresholds







Pre-Built KPIs – Operating System Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/OSModuleKPIsandthresholds







Pre-Built KPIs – Operating System Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/OSModuleKPIsandthresholds







Pre-Built KPIs – Storage Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/StorageModuleKPIsandthresholds







Pre-Built KPIs – Storage Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/StorageModuleKPIsandthresholds







Pre-Built KPIs – Storage Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/StorageModuleKPIsandthresholds







Pre-Built KPIs – Virtualization Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/VirtualizationModuleKPIsandthresholds







Pre-Built KPIs – Virtualization Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/VirtualizationModuleKPIsandthresholds







Pre-Built KPIs – Virtualization Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/VirtualizationModuleKPIsandthresholds







Pre-Built KPIs – Web Server Module
http://docs.splunk.com/Documentation/ITSI/2.6.1/IModules/WebServerModuleKPIsandthresholds





