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MLOps as it exists today 
is too hard00

 

MLOps Today



// MLOps according to Google



// MLOps according to Databricks



// The Mythical End-to-End Machine Learning Pipeline

[Image from https://www.tensorflow.org/tfx/guide ] 

https://www.tensorflow.org/tfx/guide


// Problems with the Monolithic ML Pipelines

“Kubeflow Pipelines is a platform for building and deploying portable, scalable machine learning 
(ML) workflows ….End-to-end orchestration….enabling you to re-use components and 
pipelines to quickly create end-to-end solutions without having to rebuild each time” [KubeFlow 
Website (Feb ‘23)]

● Coupling feature engineering, model 
training, and inference adds development 
and operational complexity

● No reuse of precomputed features across 
multiple models (feature store)

● Too hard to get to a working MVP 
(minimal viable ML product)

https://www.kubeflow.org/docs/components/pipelines/v1/introduction/
https://www.kubeflow.org/docs/components/pipelines/v1/introduction/


// For developers, MLOps is about Testing, Versioning, and incremental changes

● Get to a working ML system with a baseline, then  iteratively improve it.
● Automated testing and versioning of features and models
● Improve both iteration speed and quality 

Requirements & 
Sprint Tasks
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ML System
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iterate

iterate
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// Feature Pipelines, Training Pipelines, and Inference Pipelines

Training
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// Feature Pipelines - transform raw data into DataFrames

Initialize Feature Group metadata

Validate and write 
feature data

Feature engineering



// Feature Pipelines: Python or Spark or SQL or Flink?

Spark 
Good: scale, testing, complex features. 

Bad: resource estimation, debugging, operations. 

SQL 
Good: low operational overhead, easy to implement aggregations

Bad: Complex features (e.g., embeddings) become very complex with UDFs  

Python 
Good: low operational overhead, rich library support, complex features possible. Pandas or Polars.

Bad: does not scale (~10 GBs with Pandas, Polars ~100 GBs), 

Flink Challenges
Good: low-latency, real-time feature computation that scales to huge clusters (10k+ nodes) 

Bad: complex, Java-centric, high operational overhead



       Hopsworks Feature Store

Feature
Groups

Feature
Groups

Feature
Groups

Feature
Views

Read Feature Vectors 
Online API

Read Files/DataFrames
Offline API

Streaming 
(Data Instances)

Batch
(DataFrames)

// Feature Store: Write to Feature Groups, Read from Feature Views

     Search, Versioning, Metrics

Lineage, Source Code



User categorisation system

Fraud classification system
Feature 
Groups

Data 
Warehouse

Feature
Pipeline

Feature view

Feature view

Training 
dataset

Features
for Inference

transaction amount last week, 
transaction amount last month, 
current transaction, fraud label

user id, 
transaction amount last week, 
transaction amount last month

transaction amount last week, 
transaction amount last month, 
current transaction, fraud label

user id, 
transaction amount last week, 
transaction amount last month

Training 
dataset

Features
for Inference

A single feature pipeline to ingest features into feature group and the feature view can reuse the 
features for training and inference on many models.

user id, 
transaction amount last 
week, transaction amount 
last month,

// One Feature Pipeline - Many Models

Validate
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// Feature Store: Read from Feature Views

What does a Feature View do?

1. API for ML model development and operations

2. Define features, labels, and model-specific 
transformations

3. Generate training dataset, batch inference data, 
and feature vectors

Feature
Views

Read Feature Vectors 
Online API

Read Files/DataFrames
Offline API



// Feature View: Point-in-Time Correct JOINs
Label Feature Group Transactions Feature Group (weekly)

trans.event_time => time

category amount_last_week amount_last_month

2022-01-01 short_term 14.00 87.00

2022-01-02 short_term 44.00 80.00

2022-01-16 long_term 78.00 82.00

Point-in-time Correct JOIN
(no data leakage)

Training Data

cust_id event_time category

1 2021-01-01 short_term

2 2021-01-02 short_term

3 2021-01-16 long_term

cust_id event_time amount_last_week amount_last_month

1 2021-01-01 14.00 87.00

1 2021-01-07 44.00 80.00

1 2021-01-14 78.00 82.00



// Feature View: Point-in-Time Correct JOINs

query = label_fg.select(["category"]).join(
transactions_fg.select(["amount_last_week", “amount_last_month”])

)



// Feature View: Training Data and Batch Inference Data for Models

FeatureView

TrainingData v1
TrainingData v2 Incremental TrainingData v3 Batch Inference Data

Time



// Feature View: Model-Specific Transformations

Training Pipeline

Online Inference Pipeline
Model-Specific 
Transformation 
functions (UDFs) 
applied 
transparently
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The predictor interface

Establish connection to Feature Store

Initialize Feature View

Loading the model from a model registry

Implementing the predict interface using 
the Feature View

// Tying it all together
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// Serverless Machine Learning with Hopsworks, Modal, and HF Spaces

modal.com huggingface.
com/spacesmodal.com  

Hopsworks 
(Features & Models)

model

Data

monitor

Hugging Face 
Spaces
Monitoring UI

DataFrames DataFrames DataFrames DataFrames



// Example Serverless Machine Learning Systems

Air Quality Predictions for Poland New York Electricity Price Demand

Tesla Stock Price PredictionWill your reddit post be liked or not?

https://github.com/erno98/ID2223/
https://github.com/aykhazanchi/id2223-scalable-ml/tree/master/proj
https://github.com/ludvigdoeser/scalableMLproject
https://github.com/Neproxx/ID2223-LikeItOrNot


// hopsworks.ai 
All Machine Learning & 

Data Teams 

Any Cloud
& On-Premise

All Data 
from Anywhere 

using your 
favorite tools

Highest Performance
Highest Availability

Any Cloud
& On-Premise



Explore our latest 
tutorials

Join our slack 
community

Ask us any 
questions

public-hopsworks.slack.com 



SERVERLESS ML
www.serverless-ml.org

http://www.serverless-ml.org

