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Agenda
1. Why Prompt Engineering
2. System message versus prompt message
3. Different models require different prompts
4. Prompt engineering methods Few-shot, According to, etc)
5. Model agnostic best practices
6. Does persona prompting work?
7. Meta prompting
8. Templates and actionable takeaways 
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Why Prompt Engineering?
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Small changes make a big difference

PromptHub.us



Small changes make a big difference
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Small changes make a big difference
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Which part of the latent space
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3 ways to maximize LLM performance
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Start with Prompt Engineering

Source: OpenAI A Survey of Techniques for Maximizing LLM Performance
PromptHub.us

https://www.youtube.com/watch?v=ahnGLM-RC1Y


You literally can’t avoid it
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PE can be a competitive advantage
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System message versus user message
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The System Message
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The System Message…
● Is optional
● Should be used to set context and rules
● Is where you set the role (“Pretend to be…)
● Can help protect against prompt injections
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System Message use cases
● Setting the role ("Respond as a nutritionist.")
● Providing context or instructions ("Use layman's terms.")
● Guiding model behavior ("Avoid technical jargon.")
● Controlling output format and style ("Reply in bullet points.")
● Establishing content boundaries ("Do not provide financial 

advice.")
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Prompt use cases
● Specific question ("What are healthy breakfast options?")
● Specific contextual info ("For someone with a nut allergy...")
● Directing the immediate focus("Focusing on low-carb diets...")
● Details related to question/task ("Considering a 30-minute meal 

prep time...")
● Structuring response requirements ("List ingredients followed 

by preparation steps.")

PromptHub.us



Examples in the wild
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Source: What We Can Learn from OpenAI, Perplexity, TLDraw, and 
Vercel's System Prompts

https://www.prompthub.us/blog/what-we-can-learn-from-openai-perplexity-tldraw-and-vercels-system-prompts
https://www.prompthub.us/blog/what-we-can-learn-from-openai-perplexity-tldraw-and-vercels-system-prompts


Different models require different 
prompts
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Chain of Thought

“Think step by stepˮ
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Chain of Thought: Not for PaLM 2
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Which model? One Size Does Not Fit All
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Source: The Unreasonable Effectiveness of Eccentric Automatic 
Prompts

https://arxiv.org/pdf/2402.10949
https://arxiv.org/pdf/2402.10949


Experiment Setup
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System Message Examples
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Experiment 2 Prompt Examples: Llama270B
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Experiment 2 Prompt Examples: Llama213B
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Source: LARGE LANGUAGE 
MODELS AS OPTIMIZERS

https://arxiv.org/pdf/2309.03409
https://arxiv.org/pdf/2309.03409
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Source: LLM Model Card
Directory

https://www.prompthub.us/resources/llm-model-card-directory
https://www.prompthub.us/resources/llm-model-card-directory


2 prompt engineering best practices
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Give the model room to think!
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Use delimiters
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Prompt Engineering Methods
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Zero-Shot Prompt

PromptHub.us



Few-Shot Prompt
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Few-Shot Prompt
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Few-Shot Prompt - Use Cases
● Specialized Domains: Achieves high-quality outputs in legal, 

medical, and technical fields with limited data.
● Dynamic Content Creation: Ensures consistent style and tone 

in content generation.
● Strict Output Structure: Demonstrates desired output 

structures to the model.
● Customized User Experiences: Adapts quickly to user 

preferences in chatbots and recommendation systems.
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Few-Shot Prompt - How many examples

Source: The Fact Selection Problem in LLM-Based Program Repair.

Source: Language Models are Few-Shot LearnersPromptHub.us

https://arxiv.org/pdf/2404.05520.pdf
https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf


Few-Shot Prompting principles 
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Few-Shot Prompt Guide
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Source: The Few Shot 
Prompting Guide 

https://www.prompthub.us/blog/the-few-shot-prompting-guide
https://www.prompthub.us/blog/the-few-shot-prompting-guide


According to…
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According to…
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Access the template here 

https://app.prompthub.us/templates/168


Step-Back Prompting
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Access the template here 

https://app.prompthub.us/templates/804


PromptHub Templates

PromptHub.us

https://app.prompthub.us/templates


Persona prompting - does it work?
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Source: 
https://arxiv.org/html/2403.
02756v1

Source: 
https://arxiv.org/pdf/2
305.14688

https://arxiv.org/html/2403.02756v1
https://arxiv.org/html/2403.02756v1
https://arxiv.org/pdf/2305.14688
https://arxiv.org/pdf/2305.14688


Persona prompting - does it work?
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Source: 
https://learnprompting.org/
blog/2024/7/16/role_promp
ting

https://learnprompting.org/blog/2024/7/16/role_prompting
https://learnprompting.org/blog/2024/7/16/role_prompting
https://learnprompting.org/blog/2024/7/16/role_prompting


Persona prompting - does it work?
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● For writing (“sound like a pirateˮ)
● Not for increasing accuracy



Meta prompting
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What is Meta Prompting ?

Meta prompting is a prompt engineering method that uses large language 
models (LLMs) to create and refine prompts.

Meta prompting guides the LLM to adapt and adjust your prompt dynamically, 
based on your feedback, allowing it to handle more complex tasks and 
evolving contexts.

Source: A Complete Guide to 
Meta Prompting here 

https://www.prompthub.us/blog/a-complete-guide-to-meta-prompting
https://www.prompthub.us/blog/a-complete-guide-to-meta-prompting


Meta prompting tools
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PromptHubʼs prompt generator

● Tailored prompts: Adjusts 
prompts based on the model 
provider you're using, because 
one size doesn’t fit all. 

● Best practices built-in: 
Leverages prompt engineering 
best practices—just describe 
your task, and the tool handles 
the rest.

● Completely free

https://www.prompthub.us/blog/one-size-does-not-fit-all-an-analaysis-of-model-specific-prompting-strategies


Anthropicʼs prompt generator

● Tailored for Anthropic model
● Best practices built-in + 

open source
● Charges per token



OpenAIʼs prompt generator

● Generates system messages 
only

● Accessible in the OpenAI 
playground 



OpenAIʼs System Message Generator prompt 

Access the template here

https://app.prompthub.us/templates/3289


4 things you can do today
● Structure your prompts with headers and 

delimiters
● Be specific in your instructions
● Add some examples to train the model within 

your prompt (few-shot prompting)
● Give it room to think and reason
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Happy Prompting!
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