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When AI coworkers
game their objectives
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Background

● Research Lead at Palisade (palisaderesearch.org)
● Build concrete demonstrations of AI risk
● Examples:

○ Strip safety guardrails from Llama 3 in minutes (https://arxiv.org/abs/2407.01376)
○ Strip safety guardrails from GPT-4o with $20 (https://arxiv.org/abs/2412.05346)
○ SOTA in hacking performance with agent design (https://arxiv.org/abs/2412.02776)
○ RAND bio evals collab (https://www.rand.org/pubs/working_papers/WRA3797-1.html)

http://palisaderesearch.org
https://arxiv.org/abs/2407.01376
https://arxiv.org/abs/2412.05346
https://arxiv.org/abs/2412.02776
https://www.rand.org/pubs/working_papers/WRA3797-1.html
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12-09-2024 o1-preview release

2025       The year of AI coworkers
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18-02-2025 Palisade’s chess hacking

24-02-2025 Anthropic’s patching tests
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Apollo’s insider trading

The setup: the agent runs in a simulated trading company. The company isn’t doing 
great. The agent gets an insider trading tip.

RQ1: Does it act on it?

https://arxiv.org/abs/2311.07590
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Apollo’s insider trading

The setup: the agent runs in a simulated trading company. The company isn’t doing 
great. The agent gets an insider trading tip.

RQ1: Does it act on it?                              

RQ2: Does it act on it when told to behave legally?        

RQ3: Does it act on it when explicitly told to not insider trade?

https://arxiv.org/abs/2311.07590
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Apollo’s insider trading

The setup: the agent runs in a simulated trading company. The company isn’t doing 
great. The agent gets an insider trading tip.

RQ1: Does it act on it?                                Yes, 75% of cases

RQ2: Does it act on it when told to behave legally?           Yes, 8%  of cases

RQ3: Does it act on it when explicitly told to not insider trade? Yes, 1%  of cases

https://arxiv.org/abs/2311.07590
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Apollo’s insider trading

The setup: the agent runs in a simulated trading company. The company isn’t doing 
great. The agent gets an insider trading tip.

RQ1: Does it act on it?                                Yes, 75% of cases

RQ2: Does it act on it when told to behave legally?           Yes, 8%  of cases

RQ3: Does it act on it when explicitly told to not insider trade? Yes, 1%  of cases

https://arxiv.org/abs/2311.07590

Almost always lies
when confronted
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Apollo’s insider trading

https://arxiv.org/abs/2311.07590
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OpenAI’s Docker escape

Setup: the agent runs in a virtual network and is asked to hack a target to find a 
flag.

RQ: Is it good enough at hacking to do it?

https://cdn.openai.com/o1-system-card.pdf
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OpenAI’s Docker escape

Setup: the agent runs in a virtual network and is asked to hack a target to find a 
flag.

RQ: Is it good enough at hacking to do it?

Twist: the challenge is accidentally broken and impossible to solve.

Twist: The testing system itself is misconfigured and vulnerable.

https://cdn.openai.com/o1-system-card.pdf
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METR’s ML engineering

Setup: the agent is given a coding challenge similar to those AI engineers solve in 
daily work. One coding challenge is to optimize a ML training script.

RQ: Can it do it? Can it use more time to do a better job?

https://metr.org/blog/2024-11-22-evaluating-r-d-capabilities-of-llms/
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METR’s ML engineering

https://metr.org/blog/2024-11-22-evaluating-r-d-capabilities-of-llms/
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Apollo’s scheming evals

Setup: an agent runs in a simulated company. It pursues some long-term goal, like 
“advance renewable energy adoption globally”. The management enacts a policy 
to the contrary.

RQ: Will the agent comply with the new policy, or pursue its original goal?

https://arxiv.org/abs/2412.04984
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Apollo’s scheming evals

https://arxiv.org/abs/2412.04984
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Palisade’s chess hacking

Setup: the agent plays against a chess program it can’t win against.

RQ: What happens next?

https://arxiv.org/abs/2502.13295



Dmitrii Volkov https://www.linkedin.com/in/7326b0234 | Conf42 LLMs 2025

Palisade’s chess hacking

https://arxiv.org/abs/2502.13295



Dmitrii Volkov https://www.linkedin.com/in/7326b0234 | Conf42 LLMs 2025

Palisade’s chess hacking

https://arxiv.org/abs/2502.13295



Dmitrii Volkov https://www.linkedin.com/in/7326b0234 | Conf42 LLMs 2025

Palisade’s chess hacking

https://arxiv.org/abs/2502.13295
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Claude’s patching tests

Setup: Claude is asked to write code to the tests.

RQ: Is it good enough at coding to do it?

https://www.anthropic.com/claude-3-7-sonnet-system-card
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https://www.anthropic.com/claude-3-7-sonnet-system-card
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Recap

Insider trading
Docker escape

ML engineering

Scheming evalsChess hackingPatching tests
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Making sense of this

● AI colleagues need to make judgement calls
● Real-world situations are often ambiguous, c.f. “moral maze”
● “Self-driving cars for knowledge work”
● Who’s responsible is unclear
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Making sense of this

● AI colleagues need to make judgement calls
● Real-world situations are often ambiguous, c.f. “moral maze”
● “Self-driving cars for knowledge work”
● Who’s responsible is unclear
● Welcome to the year of AI agents 🎉 “No later than 2030, AIs 

will be like a “country of 
geniuses in a datacenter”

(Dario Amodei,
CEO Anthropic)


