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whoami

• Brazilian Expat living in Poland

• 17 years in IT

• Developer specialist with focus in 
Infra/Cloud
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What will we see in this session?
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General CICD Overview
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General CICD Overview

Continuous 
Integration 

(CI)

Automated Builds

Automated Testing

Early Detection

Code Quality

Continuous 
Delivery

Automated Deployment

Deployment Pipeline

Reduced Time-to-Market

Risk Reduction

Continuous 
Deployment

Immediate Release

Efficiency

Feedback Loop
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General CICD Overview

Reliability Frequent 
Updates

Fast Bug Fixes Consistent User 
Experience

Security and 
Privacy

Responsive 
Features

Transparency Availability
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Our Context
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Our Context

Multi Cloud Multi Boot Mode

Multi-Stage Build 

Strategy

Code Overlap and 

maintenance
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Our Approach
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Our Approach Overview

GitHub Repo per build 
stage

GitHub Actions as 
function/components

Packer scripts to build 
images

Terraform modules/scripts 
to deploy environments 

for testing

Ansible Files(Build and 
Tests)

Regression Tests
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Hardened Images 
Builder Suite

Product Base Images 
Builder Suite

Product Images 
Builder Suite

Product Images 
Tester Suite

Project Structure
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GitHub Reusable 
Workflows

GitHub Composite 
Actions( per cloud)

Common Ansible 
Files

Packer Scripts (per 
cloud)

File with Dependency 
Versions

Builder Suite Structure
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Tester Suite Structure

GitHub Reusable 
Workflows

GitHub Composite 
Actions(per cloud)

Terraform 
modules(per cloud)

Common Ansible 
Files
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Why this Stack?
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Empowers Developers: 
Efficient CI/CD pipelines

Customization: Tailored 
workflows for 
requirements

Seamless Integration: 
Within GitHub 
ecosystem

End-to-End Automation: 
Build, test, deploy in one 
place

Developer Flexibility: 
Easy customization and 
extension

Versatility: Covers 
various aspects of SDLC

GitHub Actions
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IaC:
Define infrastructure in 
code for consistency.

Multi-Cloud:
Manage infrastructure 
across providers.

Resource Graph:
Ensure proper 
provisioning order.

Modularity:
Reuse components for 
maintainability.

State Management:
Track infrastructure 
state.

Community Ecosystem:
Integrates with various 
services.

Terraform
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Speed: Quickly build 
images with 
parallelization.

Multi-Platform: 
Supports various 
platforms and formats.

Integration: Works 
seamlessly with 
configuration tools.

Security: Builds images 
from trusted sources.

Community: Active 
community and plugin 
support.

Immutable Infra: 
Create consistent 
machine images.

Packer
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Agentless: Operates 
over SSH for 
simplicity.

Declarative: YAML 
playbooks for 
readability.

Idempotence: 
Ensures predictable 
automation.

Extensible: Supports 
custom modules and 
plugins.

Community: Large 
community and 
Galaxy repository.

Integration: 
Seamlessly integrates 
with other tools.

Ansible
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Workflows
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Product Image with 
UEFI and SB

Product Image with UEFI 
without SB for debugging

Product Base ImageHardened Image

Build Image Pipeline
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Build Image Pipeline

AWS

Azure

etc
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Destroy VM/InfraRun Sanity TestsDeploy VM/Infra

Test Image Pipeline



-

Full Pipeline
Product Image with UEFI and SB

Product Image with UEFI without SB

Product Base ImageHardened Image

Destroy VM/InfraRun Sanity TestsDeploy VM/Infra
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Workflow for Regression Tests:
Examples
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Regression Tests: 
Use Case

User changes a 
shared ansible task in 

Hardened Suite 
via PR

Build Temp Hardened 
Image for All Clouds

Build Temp Product 
Base Images for 

all clouds.
Build Temp Product 
Images for all clouds

Deploy VMs for 
Temp Product ImagesRun Sanity TestsTeardown VMs
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Workflow for Promotion 
Image: Example
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Promotion Image:
Use Case

PR changing 
dependency version 

file in Product Images 
Builder Suite.

Check which Cloud 
and Boot mode should 

be built

Trigger "Real" Product 
Image only in affected 
cloud and boot modes

Deploy VMs with 
Product Images Run Sanity Tests

Teardown VMsMerge to mainRun Soak TestingVulnerability ScansRun 
Performance Tests

Staging Ready for GA/Waiting 
GA process
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Dev Builds, VM debug and 
Manual Tests: Examples
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Dev builds:
Use Case

User pass 
inputs(Seed/Base Image 

and other custom 
versions) via  Github 
workflow dispacthes

Build a dev image to be 
used by the developer in 
manual deployment or 

manual tests.
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Manual Tests:
Use Case

User pass 
inputs(env,  image 

version, hours to keep 
alive) via  GitHub 

workflow dispatches.

Trigger VM deployment Get access to 
ephemeral VM via ssh.

Run playbook from 
local machine

Automatically 
Teardown via CI
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Code Sample
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GitHub Action 
– Repos 

Structure 
Samples
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Composite Action – AWS Build Sample

<other steps>
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Reuseable Workflow – Build Sample
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Calling Reuseable Workflow – Build Sample
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Calling Reuseable Workflow – Build Sample
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Regression Tests in Base Image – Pipeline 
Sample
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Debug VM – Pipeline Sample



-

Crucial Takeaways
• Developers don't need to deploy the ephemeral infra themselves.

• In the worst-case scenario, all stages and images are built and fully tested within 3 hours.

• We can easily add more cloud providers, and it will not affect the build/testing time.

• Using IaC principles alongside pinned versions allows us to find bugs faster.

• The pipeline is modular, so differences between cloud providers are self-contained.
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More about the stack

• https://docs.github.com/en/actions/using-workflows/reusing-workflows

• https://docs.github.com/en/actions/creating-actions/creating-a-composite-action

• https://docs.github.com/en/actions/using-workflows/events-that-trigger-workflows

• https://developer.hashicorp.com/packer/tutorials/hcp-get-started

• https://developer.hashicorp.com/terraform/tutorials?product_intent=terraform

• https://docs.ansible.com/ansible/latest/getting_started/index.html

https://docs.github.com/en/actions/using-workflows/reusing-workflows
https://docs.github.com/en/actions/creating-actions/creating-a-composite-action
https://docs.github.com/en/actions/using-workflows/events-that-trigger-workflows
https://developer.hashicorp.com/packer/tutorials/hcp-get-started
https://developer.hashicorp.com/terraform/tutorials?product_intent=terraform
https://docs.ansible.com/ansible/latest/getting_started/index.html
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Where to find me?

@edersonbrilhante

@edersonbrilhante
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Thank You
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