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Sveltos wants to figure out the best way to install, manage and deliver cluster addons to tens of clusters.

The idea is simple:
1. from the management cluster, selects one or more clusters with a Kubernetes label selector;
2. lists which Kubernetes addons need to be deployed on such clusters.

Sveltos focuses not only on the ability to scale the number of clusters it can manage, but also to give visibility 
to exactly which addons are installed on each cluster.
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ClusterProfile
ClusterProfile:

- CRD used to specify which add-ons need to be deployed in which cluster.

• clusterSelector: selects set of managed 
clusters;

• helmCharts: list of helm charts to be 
deployed in the clusters matching 
clusterSelector;

• kustomizationRefs: : list of sources 
containing kustomization files. Resources will 
be deployed in the clusters matching 
clusterSelector;

• policyRefs: list of ConfigMaps/Secrets 
containing the Kubernetes resources to be 
deployed in the clusters matching 
clusterSelector.



ConfigMap with YAML

• Data can contain one or more resources;

• Both YAML or JSON can be used
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Project Sveltos - Templates

Can fetch data from management
Cluster. 

Currently fetched by default:

1. Cluster instance
2. SveltosCluster instance
3. Infrastructure Provider instance
4. KubeadmControlPlane instance



Project Sveltos - Templates

Sveltos can be instructed to fetch any resource
from management cluster

Following YAML instructs Sveltos to fetch the 
Secret instance autoscaler in the namespace 
default and make it available to the template 
with the keyword AutoscalerSecret

Sveltos does not have all the necessary 
permissions to fetch resources from the 
management cluster by default. 
Therefore, when using templateResourceRefs, 
you need to provide Sveltos with the correct 
RBACs.
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Project Sveltos – Multi-tenancy

Roles:
- Platform admin:

- Creates/upgrade/deletes managed clusters;
- Has cluster-admin access to all managed clusters;
- Manages tenants by assigning clusters and/or namespaces in shared clusters.

- Tenant admin:
- Has admin access to the clusters/namespaces assigned to it by the platform admin;
- Manages tenant applications in such clusters/namespaces from the management cluster.



Project Sveltos – Multi-tenancy

- RoleRequest:
- CRD introduced by Sveltos to allow platform admin to grant permissions to tenant admins;

• ClusterSelector: selects set of managed 
clusters;

• Admin: tenant admin to whom permissions 
are granted in the selected managed 
clusters;

• RoleRefs: list of ConfigMaps/Secrets 
containing the Kubernetes 
ClusterRoles/Roles with admin RBACs.



Project Sveltos – Multi-tenancy

When a ClusterProfile is created by a tenant admin, Sveltos expects following label is present: 
- projectsveltos.io/admin-name: <admin>

<admin> must match the RoleRequest.Spec.Admin

Platform admin can use an admission controller (Sveltos provides one based on Kyverno)

• For instance, if tenant admins are 
represented by ServiceAccounts in the 
management cluster, this Kyverno 
ClusterPolicy adds proper label
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