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Why Chaos Engineering?



https://www.reviewjournal.com/business/business-columns/inside-gaming/



https://www.npr.org/2022/12/30/1146377342/5-things-to-know-about-southwests-disastrous-meltdown



https://en.wikipedia.org/wiki/2021_Facebook_outage



https://www.facebook.com/business/news/update-about-the-october-4th-outage



https://aws.amazon.com/message/41926/





Business impact of resilience is bigger than ever

$1.25B 
to $2.5B
Annual Fortune 1,000 application 
downtime costs (IDC)

$474K
Average cost/hour 
of downtime 
(Ponemon Institute)

$500K 
to $1M
Cost/hour of a critical application 
failure (IDC)

$100K
Average cost/hour 
of an infrastructure 
failure (IDC)



Why are these issues not surfaced during testing? 



Testing

Component
Input Output

Component 2

Input Output
Component 1

Unit Test

Integration Test



https://thepersimmongroup.com/how-to-use-the-knowns-and-unknowns-technique-to-manage-assumptions/



The solution: Chaos Engineering



What is Chaos Engineering?



A bit of history…





https://medium.com/@paulosejithu/unleashing-the-chaos-monkey-netflixs-ingenious-approach-to-building-resilient-systems-7e715b5f1b0f



Chaos Engineering is the discipline of experimenting 
on a system in order to build confidence in the 
system’s capability to withstand turbulent conditions 
in production.

https://principlesofchaos.org/
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Testing vs Experiments

Component
Input Output

Component 2

Input Output
Component 1

Unit Test

Integration Test



Component 2Component 1

Service A Service B
!

Latency Load

FaultsInput Output ???

Testing vs Experiments



Chaos Engineering is the discipline of experimenting
on a system in order to build confidence in the 
system’s capability to withstand turbulent conditions 
in production.

https://principlesofchaos.org/



Chaos engineering is like a vaccine. Inject something 
harmful to build immunity   

- gremlin, thoughtworks 



Chaos engineering Is Not about creating chaos or 
breaking things in production



Chaos engineering Is about uncovering chaos inherent 
in the system 



Chaos Engineering is the discipline of experimenting 
on a system in order to build confidence in the 
system’s capability to withstand turbulent conditions 
in production.

https://principlesofchaos.org/



Chaos Engineering: How To



Chaos Engineering Experiments

Observe: 
Steady state

Plan: 
Hypothesis

Do:
Run experiment

Check:
Verify

Act:
    Improve



#1: Observe Steady State
Find the needle in the haystack



#2: Plan Hypothesis around the steady state

Under ______ circumstances, customers still have a good time.

Under ______ circumstances, the security team is notified.

Availability Hypothesis

Security Hypothesis

https://learning.oreilly.com/library/view/chaos-engineering/9781492043850/ch03.html#build_a_hypothesis_around_steady_state
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#3: Run Experiments

Shared fate
Violating intended 

fault isolation

Excessive 
load

Not having 
sufficient capacity/ 

resources/ limits

Excessive 
latency

Not responding in 
the expected time

Single points 
of failure

Lack of redundancy 
or fault tolerance

Misconfiguration 
and bugs

Incorrect execution



#3: Run Experiments – Minimize Blast Radius

Start small

Limited scope, lower 
environment, Build 
Guardrails

Build Confidence

Run Experiments in 
Production

Iterate

Increase the scope



#3: Run Experiments – Continuous Resiliency

automation is an advanced mechanism to explore the solution space of 
potential vulnerabilities, and to reify institutional knowledge about 
vulnerabilities by verifying a hypothesis over time knowing that complex 
systems will change.

https://learning.oreilly.com/library/view/chaos-engineering/9781492043850/ch03.html#automate_experiments_to_run_continuousl



#4: Verify and Act

• Findings through chaos engineering experiments should be prioritized based on 
the level of impact they may cause

• Findings that involve the resilience or security of your workload should have 
priority over new features, as if not addressed timely, can impact your 
customers

• Find an executive sponsor that can help you address the priority if needed



Chaos Engineering: Tools



AWS Fault Injection Service - https://aws.amazon.com/fis/

Gremlin - https://www.gremlin.com/

Azure Chaos Studio - https://azure.microsoft.com/en-
us/products/chaos-studio

Litmus - https://litmuschaos.io/

https://aws.amazon.com/fis/
https://www.gremlin.com/
https://azure.microsoft.com/en-us/products/chaos-studio
https://azure.microsoft.com/en-us/products/chaos-studio
https://litmuschaos.io/


Thank you!


