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Who We Are & What is Choreo?
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History



The "Before" State: Azure-centric Observability
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The Mounting Challenges
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Skyrocketing Costs Multi cloud Limited Control & Flexibility



Our Goals: A User-Centric, Future-Proof Vision
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● For the Choreo Platform:
○ Cost Reduction

○ Cloud Agnostic

○ Data Sovereignty

○ Control & Innovation

● For Choreo Users:
○ Speed

○ Smarter Tools

○ Zero-Instrumentation



The New Stack: OSS Power!
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Logs



Solving the Log Latency Problem

● “The average latency to ingest log data is between 20 seconds and 3 

minutes. The specific latency for any particular data will vary depending on 

several factors” 

● Goal: <=5 seconds

● “tail -f” experience

● Fluent Bit + OpenSearch latency
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Solving the Log Latency Problem

● OpenSearch as a cache

● Combine data from 2 APIs
⦿ Live logs API - OpenSearch
⦿ Historical logs API - Log Analytics
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Logs Stack

● Fluent Bit

● OpenSearch

● OpenSearch Dashboard

● Logging API
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Deployment

● Helm chart based on upstream chart

● Distributed deployment of OpenSearch

● OpenSearch Operator

● Multiple layers of backups
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Cost Savings

● ~USD 1800 per month saving for one dataplane in Azure

● ~USD 2500 per day for one customer in AWS
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Lessons 

● Store raw logs if schema is not the same

● Log throttling

● Health monitoring

● Storage medium

● Look at the stack as a whole when debugging

● Fluent Bit Inotify_Watcher
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Logs
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Metrics



High level goals
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HTTP Metrics Usage Metrics Service diagram



Deep Dive: HTTP Metrics via Hubble
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Deep Dive: Usage via cAdvisor
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Deep Dive: Kubernetes Context 
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Deep Dive: Reliability
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AWS S3

Azure Blob Storage GCP Cloud Storage

Thanos
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Metrics
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Metrics
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Learned the hard way 

● If  you want accuracy use logs

● If there is an operator use the operator

● /metric cleanups are very important

● NFS are a bad idea

● sum of rates != rate of sums
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Cost wise
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● 1200 USD for ADX

● 1000 USD for Log Analytics  

● ~250 USD in Compute

● ~100 USD in Storage



Conclusion



Conclusion

● Ability to easily enable Observability for new providers

● Ease of adding new features on top of the existing stack
⦿ Alerting

● Ease of debugging - Same setup everywhere

● Cost reduction
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wso2.com

Thanks!

https://www.linkedin.com/company/wso2/
https://www.youtube.com/user/WSO2TechFlicks?sub_confirmation=1
https://www.facebook.com/WSO2Inc
https://twitter.com/wso2

