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Ecommerce Industry
The e-commerce industry encompasses 
businesses that operate on the internet to 
sell goods and services directly to 
consumers, without a physical storefront. 

USD 1.1T
2024 

USD 3.85T 14.8%
2032 increase 
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OMNI Channel Retailing



Problem Statement

Real-Time Inventory Visibility

One of the biggest problem statements in omnichannel retailing is providing a 
seamless and consistent customer experience across all channels. Customers 

today expect to be able to interact with retailers through multiple channels such as 
brick-and-mortar stores, websites, mobile apps, social media, and more. However, 
ensuring a consistent experience across these channels can be challenging due to 

factors such as inventory management, pricing consistency, and personalized 
marketing.

•   Overstocking and Understocking
•   Fulfillment Delays and Errors
•   Inefficient Use of Inventory
•   Increased Operational Costs

Sub-optimal Sourcing

•   High Shipping Costs
•   Impact on Sustainability
•   Supplier and Stock Management Issues
•   Lost Sales and Customer Dissatisfaction



Agenda

Building a central inventory 
visibility system using AI 
and predictive algorithms

Using machine learning to 
optimize order sourcing and 
routing

Predictive analytics to 
allocate omni-channel 
inventory dynamically.

Reinforcement learning to 
optimize allocation across 
fulfillment centers.



Building a central 
inventory visibility 
system using AI and 
predictive algorithms

DEMAND FORECASTING

SALES FORECASTING

Demand forecasting involves predicting the future demand 
for a product or service over a specific period. It considers 
factors such as historical sales data, market trends, 
economic conditions, customer preferences, and 
seasonality.

Sales forecasting specifically focuses on predicting future 
sales volumes or revenues generated by selling products or 
services. It typically relies on historical sales data, market 
analysis, customer feedback, and sales pipeline 
information.



Forecasting Use Case

Data Description:
The dataset contains historical sales data for 
various products sold by Company A. Key 
columns include:

Transaction Date: The date of the sale.

Sales Quantity: The quantity of the product sold.



Forecasting Models
Time Series Models:

ARIMA, SARIMAX and Exponential Smoothing



Auto ARIMA Process
Auto ARIMA, or Automatic Autoregressive Integrated Moving Average, is a statistical algorithm 
used for time series forecasting. It automatically selects the best parameters (p, d, q) for an 
ARIMA model.

• AIC (Akaike Information Criterion)
• MAE (Mean Absolute Error)



EDA
Time Series Plot Correlation Matrix



Code Snippet
Data Preparation and cleaning

Defining Models and Fitting

EDA

Forecasting and Plotting



Results
Forecasting Results MAE and Pearson Graphs



Using machine 
learning to optimize 
order sourcing and 
routing

PREDICTIVE DELIVERY DATE

SOURCING AND ROUTING

A predicted delivery date is an estimate of when a 
particular item or service will be delivered to the customer 
or recipient based on various factors such as shipping time, 
processing time, and logistical considerations.

• Sourcing of orders refers to the process of determining 
where products or services will be obtained to fulfill 
customer orders. It can be stores, warehouse, vendors 
etc.

• The routing decision may be based on factors such as 
proximity to the customer, inventory availability, and 
shipping method selected by the customer.



Predictive Models
• RandomForestRegressor
• KNeighborsClassifier



Use Case

Data Description:
The dataset contains historical delivery data of 
Company A. Key columns include:

Customer Zip Code: Zip Code of the customer.
Store Zip Code: Zip Code of the store which 
fulfilled the order.
Shipping Option: Shipping Option selected for 
the order.
Fulfillment Success: Whether delivery was 
successful or not.



Code Snippet
Data Preparation

Training & Modelling

Predicting Delivery Date and finding best route



Results
Prediction when Shipping option 
is Standard

Prediction when Shipping Option in 
input is Overnight

Prediction when Quantity is reduced to 
10 and no Shipping Option When there is no inventory



Predictive analytics to 
allocate omni-channel 
inventory dynamically

Improve Inventory Management

Smart Prediction

Inadequate inventory management results in reduced 
sales, creating a misleading impression of decreased 
demand for specific items. Consequently, future order 
forecasts based on this flawed historical data are inherently 
unreliable.

Smart retailers leverage real-time data to strategically 
distribute inventory to high-demand areas preemptively. 
Furthermore, they utilize predictive analytics to determine 
optimal stock levels and distribution locations, informed by 
insights into regional preferences, weather patterns, and 
other relevant factors.



Use Case

Data Description:
The dataset contains historical product data of 
Company A. Key columns include:

Product ID: Item ID for the product.
Cost per unit: Unit price for the item.
Revenue: Revenue that product has generated 
for Company A.
Number of product units: Inventory level of the 
product.



Demo

Technical Stack:
Python, Flask

Model used to train:  RandomForestRegressor

Output: Predicts the inventory level to be 
maintained for a particular Product ID based on 
prediction done by the model. It also prints the 
MAE for each prediction.



Results
Model Prediction with same revenue as training 
data:

Model Prediction with increased revenue:



Reinforcement 
learning to optimize 
allocation across 
fulfillment centers
Reinforcement learning (RL) is a branch of machine 
learning concerned with making sequential decisions in an 
environment to maximize cumulative rewards. In the 
context of optimizing allocation across fulfillment centers

RL Algorithm
Q-Learning: Q-Learning is one of the simplest RL 
algorithms. It learns the optimal action-selection policy for 
a Markov decision process (MDP) by iteratively updating the 
Q-values of state-action pairs based on the observed 
rewards and transitions.



Q-Learning

• Agent - The decision-maker

• Environment – The system in which 
agent operates

• Actions – The decisions which agent 
can take

• Rewards – Feedback provided to 
agent based on it’s actions

• Learning – The agent learns from 
interactions over time.



Code Snippet
Parameters

Reward

Q-Learning Modelling



Results
Map

Output



Q & A
Seeking answers to pressing questions or 
interested in exploring a specific topic? 
You've come to the right place!



THANK YOU!
EMAIL ADDRESS
jubin.thomas@ieee.org

LINKEDIN
Linkedin.com/in/contactjubinthomas

GITHUB
https://github.com/jubingithubid


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27

