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Nice to meet you

Leonid Yankulin

Senior Developer Relations Engineer
at Google Cloud

Over 5 years at Google Cloud. Started in Professional Services.
For last 3 years work as DevRel Engineer in Cloud Advocacy
with a focus on observability. Before Google | worked as
DevOps architect for McKesson, developed healthcare
software, interactive TV and gaming applications.

You can find me as minherz atm, O and ...

Read my blog at https://leoy.blog
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Praemonitus praemunitus

Forewarned is forearmed
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Efficient alerting




O
WHEN

Observe relevant metrics and
conditions that
affects system's purpose.

.

Components of efficient alert

e

WHAT

Capture relevant information to
ensure outcome of the alert
response.

=

HOW

Notify response teams reliably to
ensure timely alert processing.

Efficient alerting




WHEN to alert

O
WHEN

Observe relevant metrics and
conditions that
affects system's purpose.

.

Efficient alerting
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WHAT to capture about alert

e

WHAT

Capture relevant information to
ensure outcome of the alert
response.

Efficient alerting
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HOW to alert

=

HOW

Notify reliably to ensure outcome of
the response.

Efficient alerting




Don’'t send an engineer to do
a machine's job

Actionable alerting and automation
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Automate, Ticket, or Page?
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” Response automation path
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response time
uf“f]e'\t (minutes or
hours)?

Send pager to
on-oluty team

Open o ticket
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Actionable alerting and automation



O
WHEN

Alert on individual resource(s)
and not the service(s)
Use determinable cause
Approximate time windows

.

Components of automated alert

e

WHAT

Resource metadata
Service context
Detailed description of the alert
conditions

=

HOW

System-to-system notification
solutions such as API endpoint or
async messaging solution
Adopt to automation data format
(e.g. JSON)

Actionable alerting and automation




automate alert in Google Cloud
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Alert automation on Google Cloud
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Cloud Monitoring Alerting I

An alerting policy, which describes the
Alerting + CREATEPOLICY /' EDIT NOTIFICATION CHANNELS
circumstances under which to alert and
the way to be notified about an incident. ° - T
Summary
. . . Incidents firing Incidents acknowledged Alort policies
Each incident is a record of the type of e 0 21
data that was monitored and when the
conditions were met. Iiidents
State Severtty Policy name Incident summary o
(') Nosevery  HTTP Uptime Check Alerting Policy An uptime check on cloud-ops-sandbox-4.blog Uptime Check URL labels (project id=cloud-ops-sandbox.d-blogd, host=34 67 171 106} is fading M

= seeallncdents

A notification channel defines how to
receive notifications when Monitoring i
creates an incident.

- seeallsnoozes

Policies
Disgiay Nme 4 Tpe @ LastModified By Created On
Ad Service Availability SLO Dun Alert Metrcs  hoyigoogbe.com May 7, 2024

Alert automation on Google Cloud Google
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Starting point: service and resource

A simple echo endpoint using Cloud
Functions.

-

Alert automation on Google Cloud Google
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Starting point: WHEN

A simple echo endpoint using Cloud
Functions.

Monitor error rate signal.

_ MQL reference: https://cloud.google.com/monitoring/mal/reference |

Alert automation on Google Cloud Google



https://cloud.google.com/monitoring/mql/reference
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Starting point: WHEN

A simple echo endpoint using Cloud
Functions.

Monitor error rate signal with PromQL

Alert automation on Google Cloud
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Starting point: WHAT and HOW

A simple echo endpoint using Cloud

FU nctio ns Notification Channels
’ Notify on incident open only.
Channel type Channel name
M On ItOI' error rate Slg na | . Email On Duty DevOps Engineer email
Documentation User Labels
Capture , human friendly event: confa2
X . High error rate
and it to engineer
on-call. SHNmary

The ${metric.display_name} of the ${resource.type} S{resource.label.instance_id} in the
project ${resource.project} has exceeded 90% for over 15 minutes.

Additional resource information

Condition resource name: ${condition.name}
Alerting policy resource name: ${policy.name}

Troubleshooting and Debug References

Repository with debug scripts: example.com
Internal troubleshooting guide: example.com
{ type} dashboard: le.com

—
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Is alert actionable?

Is Is clo\:sle, Yes r;esPov\sj f‘~eq~u"|(‘e Automoite
alert actionable? completely ﬁ uman decisions
' Predic‘tab[e? or interactions response

No

response tTime
ur‘gen‘t (minutes or
hours)?

Sendl pager to
on-Ju‘ty teoam

Open a ticket

Alert automation on Google Cloud
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Is cause deterministic?

=

Is cause
comp[e‘te_ly
Pre;}ic‘tal:le?

Is

response require
alert actionable?

human decisions
or interactions

Au’t oma’te
f‘e,SPOV\$e

No

response time
ur‘gen‘t (minu‘tes or
hours)?

Send pager to
on—o(utt/ team

Open o ticket

Alert automation on Google Cloud
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Does response require human intervention?

Automate

response

Is cause
comple‘te_ly
Predic‘tal:le?

Is
alert actionable?

response require
human decisions
or interactions

No

response time
ur‘gen‘t (minu‘tes or
hours)?

Send pager to
on—o(utt/ team

Open a ticket

Alert automation on Google Cloud




on Google Cloud PRAY TO THE
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Alert automation on Google Cloud
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Wrapping up

01 Effective alerts vs. efficient alerts
Not effective alerts = not working alerts; Make alerts efficient to decrease MTTR and MTTM
SR

02 Not all alerts can be automated but...
Alerts can be automated. Automating actionable alerts increase efficiency further.

Utilize service provider alerting capabilities
Not every provider supports automation out-of-the-box. Use WHAT and HOW components to implement automation

Link to the post with source code bit.ly/automate-alerts

.



https://bit.ly/automate-alerts

Thank You!

Share your feedback at bit.ly/feedback-to-leoy or scan QR code below

Google



http://bit.ly/feedback-to-leoy

