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What  is reasoning ?

Reasoning is the ability to make inferences using evidence and logic. Reasoning can be divided into multiple types of skills 

such as Commonsense ,Mathematical and , Symbolic reasoning etc. Often, reasoning involves deductions from inference 

chains, called as multi-step reasoning.

Augmented Language Models: a Survey (Mialon et.al, 2023)



How is reasoning measured ( in the literature) ?

● Mathematical reasoning:
○ GSM8K 
○ SVAMP
○ AQuA
○ MAWPS

● Commonsense Reasoning:
○ ARC
○ CSQA
○ StrategyQA

● Symbolic Reasoning:
○ Last letter concatenation (Wei et al., 2022b)
○ Coin flip (Wei et al., 2022b)

https://github.com/openai/grade-school-math
https://github.com/arkilpatel/SVAMP
https://github.com/deepmind/AQuA
https://github.com/sroy9/mawps
https://allenai.org/data/arc
https://www.tau-nlp.sites.tau.ac.il/commonsenseqa
https://allenai.org/data/strategyqa
https://openreview.net/forum?id=_VjQlMeSB_J
https://openreview.net/forum?id=_VjQlMeSB_J


How is reasoning measured ( in the literature) ?

GPT-4 Technical Report (OpenAI).



Eliciting reasoning

Augmented Language Models: a Survey (Mialon et.al, 2023)





Chain of thought prompting and Self consistency

Chain-of-thought prompting elicits reasoning in large language models (Wei et al., 2022).
Self-Consistency Improves Chain of Thought Reasoning in Language Models (Wang et al., 2022)



Chain of thought prompting 

Chain-of-thought prompting elicits reasoning in large language models (Wei et al., 2022).



Program-aided Language Models

Augmented Language Models: a Survey (Mialon et.al, 2023)



Program-aided Language Models

PAL: Program-aided Language Models (Gao et.al, 2023)



Plan-and-Solve Prompting

Plan-and-Solve Prompting: Improving Zero-Shot Chain-of-Thought Reasoning by Large Language Models (Wang et al., 2023).



LEARNING MATH REASONING FROM SELF-SAMPLED CORRECT AND 

PARTIALLY-CORRECT SOLUTION

LEARNING MATH REASONING FROM SELF-SAMPLED CORRECT AND PARTIALLY-CORRECT SOLUTIONS (Ni et.al, 2023)



LEARNING MATH REASONING FROM SELF-SAMPLED CORRECT AND 

PARTIALLY-CORRECT SOLUTION

LEARNING MATH REASONING FROM SELF-SAMPLED CORRECT AND PARTIALLY-CORRECT SOLUTIONS (Ni et.al, 2023)



STaR: Self-Taught Reasoner Bootstrapping Reasoning With Reasoning

STaR: Self-Taught Reasoner Bootstrapping Reasoning With Reasoning (Zelikman et.al, 2022)



STaR: Self-Taught Reasoner Bootstrapping Reasoning With Reasoning

STaR: Self-Taught Reasoner Bootstrapping Reasoning With Reasoning (Zelikman et.al, 2022)



Specializing Smaller Language Models towards Multi-Step 

Reasoning

Specializing Smaller Language Models towards Multi-Step Reasoning (Fu et.al, 2023)



Distilling Step-by-Step

Distilling Step-by-Step! Outperforming Larger Language Models with Less Training Data and Smaller Model Sizes (Hseih et.al, 2023)



Distilling Step-by-Step

Distilling Step-by-Step! Outperforming Larger Language Models with Less Training Data and Smaller Model Sizes (Hseih et.al, 2022)



Recursive and Iterative prompting



LEAST-TO-MOST PROMPTING 

Least-to-Most Prompting Enables Complex Reasoning in Large Language Models (Zhou et al., 2022).



LEAST-TO-MOST PROMPTING - Prompts

Least-to-Most Prompting Enables Complex Reasoning in Large Language Models (Zhou et al., 2022).



LEAST-TO-MOST PROMPTING - Results

Least-to-Most Prompting Enables Complex Reasoning in Large Language Models (Zhou et al., 2022).



Plan, Eliminate, and Track

Plan, Eliminate, and Track — Language Models are Good Teachers for Embodied Agents. (Wu et.al, 2023)



Describe , Explain , Plan and Select

Describe, Explain, Plan and Select: Interactive Planning with LLMs Enables Open-World Multi-Task Agents  (Wang et al., 2023).



Tool Usage



React: Reason and Act

REACT: SYNERGIZING REASONING AND ACTING IN LANGUAGE MODELS  (Yao et al., 2023).



Chameleon

Chameleon: Plug-and-Play Compositional Reasoning with Large Language Models  (Lu et al., 2023).



Chameleon

Chameleon: Plug-and-Play Compositional Reasoning with Large Language Models  (Lu et al., 2023).



Chameleon

Chameleon: Plug-and-Play Compositional Reasoning with Large Language Models  (Lu et al., 2023).
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