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Electrolux and Its IoT Systems
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Care Wellbeing

Washing machines, tumble dryers and
other small appliances for fabric care,
such as irons.

Taste

Cookers, hobs, ovens, hoods,
microwave ovens, refrigerators,
freezers, dishwashers and small
appliances.

Vacuum cleaners, air conditioning
equipment, water heaters
and heat pumps. I
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V # Download on the V
S App Store



https://apps.apple.com/app/electrolux/id1595816832
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3 brands

M

3 Experience areas

3rd-party

Environmental Protection Q, ecosystems
A i .
gencies Outdoor air
é ﬁ ? quality data
Recipes
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~10 Product Lines
(Ovens, Dish, Cold, AC, ...) 26 languages 2 connectivity clouds Multi-regions

>10k variations!
With Production grade..
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Bring Chaos Engineering Step-by-Step
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Connect the ‘islands’

Step 1
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Monitor Performance Metrics

User Analytics




Logging

- basic level

- intermediate

- advanced

Tracing Metrics

Alerting

Dashboard

Incident

mngmnt

SLO
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’ / \ We want our developers to do
self-troubleshooting, set up
monitors and alerts

Teach developers to use the

tool dhw
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Bring Chaos Engineering ;4


https://emojipedia.org/sparkles

Step 2: Play and learn

Chaos Game Day




PREPARAT ION

Communication and target environment
Decide the form: capture the flags (CTF)
Design the flags (experiments) and do an internal trial
O Exp 1 - Super Intelligent Service
o Exp 2 - Who Raised The Error

o Exp 3 - Which API Was Attacked
O

Player registration and access control

,



Flow Tor experiment execution

Prepare the experiment Release the experiment Release the hint Close the experiment
(place the flag)




Tricks of experiment design

e (onsider the goal or the hypothesis
e Trigger a failure at different levels
e Take advantages of various frameworks

Exp 2 - Who Raised The Error

Around Mar 15, 22:05 CET, a user
was trying to get an appliance’s

profile using profile ID XX_YY_ZZ.
She got a 404 error. Find out the
name of the method that raised
the error in the trace.
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developer teams experiments submissions

Chaos Day Leaderboard
Chaos Day Leaderboard
B
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. ‘ Valuable findings: 7




Feedback Trom plagyers

e Knowledge of the tool
e Knowledge of the connectivity platforms
e Team bonding

e Interest and evaluation of new features

SRE team resulits!
e Shipping ops responsibilities
e Incidents: 33% less

e Incident management process



How 1o reduce effort -
tThings that can be
improved?

e Many things around experiments are not automated
O SREs spend lots of time on experiments design while
developers should be able to design their own experiments
o0 Manual review of submissions is challenging
o Effort for internal trials
e (Organize, promote and schedule the event require logistic
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Step 3: Chaos Ops
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VPC

EKS cluster

Autoscaler
€ Backstage EEE)

Ingress
controller

Q®

Developer m
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Datadog

Cost
exporter



¢ Electrolux Catalog

All resources (1235)

redis

vpe_pesring

connect-4b2

& care-advisor-3c8 FESOUNCE - xS
@ care-acuisor 185 . - devops-staging-eu-north-1-infra-67a *

caro-dw-program
- 3

About EKS® @ ¢ 3 Tree view (Beta)

COLLAPSE ALL
account loarning-machine.

mongo_serveriess,
- machine

fam_role DEVOPS-staging-eu-north-1-infra

caro-learning-machine

= 038

loarning-machine

2% DPO-TEAM-SAE m m@

staging devops-staging-eu-north-1

@ Provisioned No Tags

{
“capacity_type“: 4 "
point_public_access™: f
ke 1

“instance_types":




Comvent - wans

plugins-idp *

Kubernetes deployments

Chaos Ops MVP - embedded in IDP

Unverete
P Py

(example screenshots taken from Datadog)

Schedule Chaos Engineering Experiments in DEVOPS-staging-eu-north-1-infra




Scalable approach with Litmus Chaos 3.0

MysQL

https://github.com/litmuschaos/backstage-plugin https://docs.litmuschaos.io/docs/architecture/architecture-summary



NeXt StepS: e multi-level and automated experiments
e Full feedback loop with the help of IDP
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