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Tackling Flaky Tests: Strategies for Reliability in Continuous
Testing
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The impact of flaky tests

e Flaky tests undermine developer confidence =

e Flaky tests slow down CI/CD pipelines «®

e There’s a monetary value associated with a test being flaky ¢*
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Flaky test stats (according to ChatGPT ()

e Googlereports that 16% of their tests are flaky

https://blog.mergify.com/understanding-flaky-test-meaning-developers-guide

e 60% of developers regularly encounter flaky tests

https://blog.mergify.com/understanding-flaky-test-meaning-developers-guide

e Order dependency is a dominant cause of flakiness,
responsible for 59% of flaky tests, followed by test

infrastructure problems at 28%
https://arxiv.org/abs/2101.09077
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1: Isolate and Identify Flaky Tests
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Isolate and Identify Flaky Tests

Look for
signs of
flakiness
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What does flakiness look like?

e Intermittent test failures without code changes

e Tests passing locally but failingin CI

e Outcome depends on non-deterministic factors like time or
environment
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Isolate and Identify Flaky Tests

Look for Re-run Utilize test
signs of things a few observability
flakiness times tools
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tl;dr

Figure out which test are actually flaky
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2: Optimize Test Design and Implementation
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Optimize Test Design and Implementation

Make your
tests
‘atomic’
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What is an ‘atomic’ test?

Independent - doesn’t rely on the execution of other tests

Tightly scoped - tests a single unit of functionality

e Deterministic - avoid sources of entropy

e Performant - small and fast
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Optimize Test Design and Implementation

Make your Adopt Structure
tests mocking and tests
‘atomic’ stubbing hierarchically
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The test pyramid thing

Integration
| (6

Unit tests
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tl;dr
Invest time ensuring your tests are designed

optimally



3: Improve Test Environment Stability
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Improve Test Environment Stability

Strive to
achieve a
consistent
test setup

W) Buildkite



How do | keep my build environment clean?

e Hosted/managed ephemeral runners

e Self-hosted runners (EC2, K8s etc) utilizing short-lived compute infra

e Docker =¥
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Improve Test Environment Stability

Strive to Try and Replace
achieve a determine external
consistent which failures dependencies

are related to

_ with mocks
infrastructure

test setup
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tl;dr

Your test environment is crucial for reliability
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4: Level-up your test management and

monitoring tooling
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Level-up your test management and monitoring
tooling

Integration
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(® RSpec ¢ Minitest &8 Jest @ Mocha cy Cypress (%) Jasmine «y Playwright

3 Swift # Android P pytest % Go Ju JUnit @ .NET & Elixir 2 Rust
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Level-up your test management and monitoring
tooling

Integration Observability

W) Buildkite



W) Buildkite

Flaky
Flaky unassigned « Mark flaky as resolved D Enabled ~
DTS o G0 Db el JREE -0 Sl withy Shoml s b

¥ Allbranches v  ./spec/m=l i= v vi=T' [ () github 2 Last 7days | Last14days Last 28 days

Test trends
Test reliability ® Test execution count ©) Test execution duration (p50) ® Test execution duration (p95) [©)
68.79% 455 10.04s 16.75s

Recent test executions

@ Flaky instances @ Failed test executions F"o Test Events

Pl Y BN T ROR R IR B LA ph-foR-md e-rswe’s. | () d469elazab

@ View execution - Fri 17th Jan 2025 at 05:15 UTC - Build #127615 - £ chge & "2E-1sa be-tar ral oo scleno cules
® View execution -

Fri 17th Jan 2025 at 05:15 UTC - Build #127615 - §° =hg-F7I0-1sd k= ralonm- sohrma sl e

add specs sl AL Teg Dimes e () cbs6acdzbd

b ey o irw o ool W g e pan e teoe TRy gy cimealin-cwrata. | () a78b7d6edf



Level-up your test management and monitoring
tooling

Integration Observability Flaky test
detection

Test Test
assignment quarantining
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tl;dr
Observability is key
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5: Foster a Reliability-Focused Culture
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Foster a Reliability-Focused Culture

Make Quarantining When
unblocking testsisfine, necessary,
everyone utthen fix swarm
things after
else atop
priority

Avoid silos of information
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tl;dr

People and processes are as important as tools
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Recap

e Figure out which tests are flaky

e Optimize test design

e Workon environment stability

e Usethe best tooling for the job

e Foster areliability culture
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https://buildkite.com
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