(@ Mattermost

Mission; Performance
Impossible - Real time chat
webapp performance

Mohammed Zubair Ahmed



= staff v Channels

®) Channels ¢

WW\‘ R&D Org

= Q Find channels I

[Z] Threads

v FAVORITES
@ DevOps Team
@ Command Center
& Security Incident #4 ...

@ Feature: Install Packa ...

v COMPANY
@ Announcements
@ R&D Meeting

@ Welcome

v MOBILE
@ Mobile Test Alerts
@ Mobile DevOps (1]

2 Hilda Martin, Steve M...

v CLOUD

@ Cloud Engineering

-~ . e

Mattermost
Open source platform for secure collaboration across the entire software development lifecycle for communities
and enterprises.

Playbooks

Q search @)

Mobile DevOps v v¢

21 B Growth Roadmap | Mobile Events | Main User Stories

2 What are we doing for the logging points in our in-app purchases split test?
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@Michael @Susan Here’s the latest Mobile User Analytics Report | put together

Mobile User Analytics.pdf

JohnVu 10

@Alex Think we could have the GitLab build pipeline trigger the release pipeline?

Alex Rodriguez 10:37 AM

We could definitely do that. It'd be a little more complicated since we only want builds for
tags to trigger the release pipeline but it's doable.

John Vu 1

Great, I'll make a Jira ticket for it. Time for standup @all!
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Personal Meeting ID (PMI) : 3271823343
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What are we doing for the logging points in the
split test for in-app purchases?

New Me

Ayanna Moore 10:34 AM

We're using Splunk to monitor the logging
pointes as well as to trace and analyze the data.
Here is a sample dashboard.

optionC.png ~

Matt Morrison 10:37 Al
I like the plan @Ayanna Moore!
Let's make sure the team has access to review

this.

Rachel Brown 10:40 AM

I'll be on to trouble-shoot any issues we have

have ‘

L‘i\dd a comment...




Architecture of webapp

Core technologies

React
Redux with Thunks
WebSocket API

Highlights

- Single page app
- Client driven webapp
- Realtime updates




Challenges with Real time data

High inflow volume in elevated usage

Balancing over fetching and under fetching

Ul responsiveness

Redux Store
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Optimising performance .
O‘ & . -
‘/'/, [MM-58463] Remove defer for main/entry JS scripts #2772
<9
[MM-57744] Improve status received reducers #266/0 f/,o

[MM-59299] Investigate further breaking down chunks of components/
node_modules for initial load #2/845

<

/384] Investigate app performance on repeated calls to users/ a,°
5/1ids and users/ids calls on posted event #26644 | //f
[MM-58456] Make react library be loaded at DOMContentLos

94

o
f/ » onload #2/192

[MM-58445] Try deferring plugins scripts loading #2/1/9 @




mattermost-load-test-ng
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Comparison

- Run the load test
- Wait for equilibrium set conditions to reach

16} 1)

- Get the app node's URL = S O O 2
- Run client automation o —
- View metrics in Grafana gon
- Take other metrics from browser (i AT, | | - i it o e it
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Quantifying performance



Memory profiles

Self Size (bytes) v  Total Size (bytes) Function
7 079 040 7 079 040 |vm
2 359 680 2 359 680 v (anonymous)
2 359 680 2 359 680 v reduce
2 359 680 2 359 680 » dndEndTimes
2 359 680 2 359 680 v (anonymous)
2 359 680 2 359 680 v reduce
2359680 1 2 359 680 » statuses
2 359 680 2 359 680 v (anonymous)
2 359 680 2 359 680 v reduce
2 359680 11 2359680 1 » isManualStatus
5 661752 5661752 I vT
2 752 960 : 2752 960 v (anonymous)
2752 960 2752 960 v posts
2752960 13.: 2 752 960 y v (anonymous)
2752960 2752960 vb
2 556 320 2 556 320 vb
2 556 320 2 556 320 v yu
2 556 320 2 556 320 v (anonymous)
2556 320 12.: 2 556 320 v (anonymous)
2 556 320 2 556 320 v dispatch
1966 400 1966 400 v (anonymous)
1966 400 1966 400 v (anonymous)
1966 400 1966 400 v dispatch
1966 400 A 1966 400 v (anonymous)
1966 400 1966 400 v (anonymous)
1966 400 1966 400 v dispatch
1966 400 1966 400 v (anonymous)
1966 400 1966 400 v (anonymous)
1966 400 { 1966 400 v dispatch
1966 400 1966 400 ) v (anonymous)
1966 400 9 1966 400 v Ne
1966 400 1966 400 v (anonymous)
1966 400 1966 400 v forEach
1966 400 1966 400 conn.t.conn.onmessage




CPU usage
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HTTP archives

Time

18:21:29.161

18:21:29.257

18:21:29.517
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18:21:29.517
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Web vitals

First Contentful Paint (FCP)/Largest Contentful Paint (LCP) ) & FCP (... Cumulative Layout Shift (CLS)

75th
Percentile

75th
Percentile

== FCP 75th Percentile == | CP 75th Percentile == 75th Percentile




Lighthouse

SI FCP

CLS LCP

Performance

Values are estimated and may vary. The

performance score is calculated directly from

these metrics. See calculator.




Custom app specific metrics

Channel Switch ©® ( Team Switch

75th
75th Percentile ‘ Percentile
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== 75th Percentile == 75th Percentile
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Results from analysis

- https://github.com/mattermost/mattermost/pull/26670
- https://qgithub.com/mattermost/mattermost/pull/26644
- https://github.com/mattermost/mattermost/pull/26420
- https://github.com/mattermost/mattermost/pull /26662

... many more checkout github.com/mattermost/mattermost @ @


https://github.com/mattermost/mattermost/pull/26670
https://github.com/mattermost/mattermost/pull/26644
https://github.com/mattermost/mattermost/pull/26420
https://github.com/mattermost/mattermost/pull/26662

Caveats

- Network latency will eat away the hard work.&
- Client side performance measurement has lots of inter dependent factors.
- Comparison is the key. — —
- Manage user expectations regarding performance.

- Performance improvements are non linear. //
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