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Agenda
● Introduction & Importance of AI Monitoring

● Reliable Alert Systems – What makes alerts reliable and how to design them

● Drift Detection Deep Dive
 - Data Drift: Definition, metrics, and examples
 - Model Drift: How the model’s performance decays over time

● Monitoring for LLMs – Key concepts and unique challenges

● Tool Overview – Tools for monitoring (including LangSmith, Athina AI, Datadog, Fiddler AI, etc.)



What is AI Model Monitoring

● Definition: The process of continuously tracking AI model performance in production to ensure quality and reliability.

● Why It Matters:
 • Models can drift or become outdated
 • Silent failures (e.g., hallucinations) may occur without explicit errors

● Reference:
 Datadog – ML Model Monitoring Best Practices cite

https://www.datadoghq.com/blog/ml-model-monitoring-in-production-best-practices/


Reliable Alert Systems

● Key Concept: Reliable alert systems are designed to notify teams as soon as a defined threshold is breached—whether it’s 
due to drift, performance degradation, or unexpected anomalies.

● Components:
 • Thresholds & Rules: Define what constitutes “normal” vs. “abnormal” (e.g., data drift percentage, latency spikes).
 • Notification Channels: Email, SMS, Slack, or integration with incident management tools.
 • Automation: Auto-trigger retraining jobs or switch to fallback systems.

● Example Formula:
 Alert if (Current Drift Metric – Baseline Drift Metric) > Threshold

● Reference:
 DriftGuard on Drift Monitoring and Alerting cite

https://medium.com/%40kiplangatkorir/driftguard-simplifying-drift-monitoring-and-alerting-for-machine-learning-models-00b1270e46d1


Understanding Data Drift

● Definition: Changes in the statistical distribution of input data over time relative to the training data.
● Why It’s Critical:

 • Can signal that the model is receiving unfamiliar inputs
 • May result in decreased prediction accuracy

● Detection Methods:
 • Summary statistics (mean, median, variance)
 • Statistical tests (Kolmogorov-Smirnov, PSI)
 • Distance metrics (Wasserstein distance, Jensen-Shannon divergence)

● Example: A retail model trained on in-store sales may perform poorly when online sales suddenly surge.
● Reference:

 Evidently AI – What is Data Drift? cite
 DataCamp Tutorial on Data Drift and Model Drift cite

https://www.evidentlyai.com/ml-in-production/data-drift
https://www.datacamp.com/tutorial/understanding-data-drift-model-drift


Delving into Model Drift

● Definition: The degradation of model performance over time due to changes not just in inputs but also in the relationships 
between inputs and outputs (concept drift).

● Types of Drift:
 • Concept Drift: When the target variable’s meaning changes (e.g., changing customer behavior due to external events).
 • Prediction Drift: When model outputs shift significantly, indicating possible degradation.

● Impact: Even if data drift is minimal, subtle changes in relationships (concept drift) can cause models to underperform.

● Reference:
 IBM – What is Model Drift? cite
 Wikipedia – Concept Drift cite

https://www.ibm.com/think/topics/model-drift
https://en.wikipedia.org/wiki/Concept_drift


Reliable Alerting for Drift

● Integrating Alerts:
 • Set up automated alerts based on drift metrics (both data and prediction drift).
 • Define thresholds tailored to your business requirements.

● Design Considerations:
 • Balance between sensitivity (avoiding false positives) and timely detection.
 • Use historical data to set dynamic thresholds if needed.

● Example Use Case: Trigger a retraining pipeline when data drift exceeds 15% or if prediction drift causes accuracy to drop 
below 80%.

● Reference:
 Azure Machine Learning – Drift Monitoring cite

https://learn.microsoft.com/en-us/azure/machine-learning/how-to-monitor-datasets?view=azureml-api-1


Monitoring for LLMs

● Unique Challenges:
 • LLMs are non-deterministic and can “hallucinate”
 • Tracking token-level metrics, response latency, and output consistency is critical

● Key Concepts:
 • LLM Observability: Monitor input prompts, completions, and cost per token
 • Trace Logging: Detailed logs of each LLM call for debugging and evaluation

● Specialized Tools:
 • LangSmith: Provides LLM-native observability (debug, collaborate, and evaluate your LLM app).
 • Athina AI: Offers comprehensive LLM monitoring and observability with a focus on production reliability.

● Reference:
 LangSmith Official Page cite
 Athina AI Competitor Overview – Walturn cite

https://www.langchain.com/langsmith
https://www.walturn.com/insights/a-detailed-look-at-athina-ai-and-its-competitors


Tools for Monitoring AI Models

● Overview of Key Tools:
 • For Traditional ML/Deep Learning:
  - Datadog, Fiddler AI, Evidently AI, Neptune.ai
 • For LLM Monitoring:
  - LangSmith for deep trace logging and LLM-specific observability
  - Athina AI for integrated LLM monitoring and evaluation

● Integration Examples:
 • Using LangSmith callbacks in Python to log LLM calls (as little as two lines of code)
 • Athina AI’s dashboard for monitoring response quality and cost management

● Reference:
 LangSmith – Logging LLM Input/Output cite
 Athina AI Overview – Walturn cite

https://docs.litellm.ai/docs/observability/langsmith_integration
https://www.walturn.com/insights/a-detailed-look-at-athina-ai-and-its-competitors


Real-World Use Cases & Architecture

● Example Scenarios:
 • A recommendation system detecting sudden shifts in user behavior (data drift)
 • An LLM-powered customer support system monitored for hallucinations and latency issues
 • Alerts triggering retraining when model accuracy falls below a set threshold

● Architecture Overview:
 • Batch monitoring for periodic evaluation and near real-time alerts for critical events
 • Integration with incident management systems (e.g., Slack, email notifications)

● Reference:
 Amazon SageMaker Model Monitor (Research Paper) cite

https://arxiv.org/abs/2111.13657


Building Reliable Alert Systems

● Key Design Principles:
 • Timeliness: Alerts must be triggered promptly to enable rapid response
 • Accuracy: Use well-defined thresholds and statistical tests to minimize false positives
 • Actionability: Alerts should clearly indicate the root cause (data drift, model drift, etc.)
 • Integration: Seamlessly integrate with existing MLOps tools and dashboards

● Practical Tips:
 • Implement multi-level alerting: immediate alerts for critical issues and summary alerts for gradual drift
 • Use historical performance data to calibrate thresholds

● Reference:
 DriftGuard: Simplifying Drift Monitoring and Alerting cite

https://medium.com/%40kiplangatkorir/driftguard-simplifying-drift-monitoring-and-alerting-for-machine-learning-models-00b1270e46d1


Conclusion

Summary:
 • We reviewed the essentials of AI model monitoring, including data and model drift
 • We explored how to design reliable alert systems for early issue detection
 • We discussed unique challenges for monitoring LLMs and highlighted specialized tools like LangSmith and 
Athina AI
 • With the right metrics, automated alerts, and robust tools, you can maintain production reliability and quickly 
act on issues.
“Thank you for your attention. I’m happy to take your questions.”
(Optionally include a slide with a QR code linking to a resource page with all the important links.)
Reference:
 LangSmith Official Documentation cite
 Athina AI Overview cite

https://www.langchain.com/langsmith
https://www.walturn.com/insights/a-detailed-look-at-athina-ai-and-its-competitors

