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Building Trust in Generative AI: Accuracy Evaluation 
and Automation



Generative AI: With and Without Context

Generative AI

● Strengths: Generative AI excels at producing fluent, creative responses.

● Limitations: Without relevant context, responses can be generic or 
off-topic, lacking precision.

Generative AI with Context

● Enhanced Capabilities: Providing relevant context in the prompt ensures that 
the AI is aware of dynamic, specific information.

● Improved Accuracy: Contextual prompts guide the AI to generate more 
accurate and tailored responses.
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Retrieval Augmented Generation (RAG)

● RAG enhances Generative AI by 
integrating external knowledge sources, 
improving response accuracy and 
relevance.

● The retriever component identifies 
relevant knowledge from a knowledge 
base through semantic similarity.

● The generator component produces 
content based on the context retrieved by 
the retriever, ensuring accurate responses.
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Evaluating RAG Application Accuracy

● RAGAS library has defined multiple metrics to evaluate the accuracy of 
RAG application.

● Retriever can be evaluated with the following metrics
⦿ Context Recall

⦿ Context Precision

● Generator can be evaluated with the following metrics
⦿ Faithfulness

⦿ Answer Semantic Similarity
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Some keywords

● Question - User’s query that is being input to the RAG.

● Context - The documents that are retrieved from the knowledge base by 
the retriever.

● Answer - Answer generated by the RAG based on the retrieved context 
for the user's question.

● Ground truth (GT) - Answer annotated by human to the user’s question.
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Context Recall

● Measures the extent to which the retrieved context aligns with the GT.

●  To achieve high context recall, all the claims in the GT answer should be 
available in the retrieved context. 

● Incorrect context being retrieved will result in low context recall.
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Context Precision

● Evaluates whether all the ground-truth relevant items present in the 
contexts are ranked higher or not. 

● Higher the rank of the most relevant document in the context, will result in 
higher context precision. 

● Where K is the total number of docs in the contexts and vk∈ {0,1} is the 
relevance indicator at rank k.
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Faithfulness

● Measures the factual consistency of the generated answer against the 
given context. 

● If any sentence has been hallucinated in the generated answer, then the 
faithfulness score will be low as that sentence is not available in the 
retrieved context.
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Answer Semantic Similarity

● Compares the generated answer with the GT answer, assessing how well 
the output aligns in semantic meaning with the expected response. 

● Both the GT and generated answer will be vectorized through the 
embeddings model and the cosine similarity will be calculated. 
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Key stages of accuracy evaluation
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Dataset Preparation
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Metrics Computation
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Integrating to CI/CD pipeline
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Accuracy Reporting
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Automation pipeline
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Challenges

● Evaluation results are depended on the accuracy of the LLM used 
underneath.

● Dataset should cover questions of different complexities
● Creating high-quality ground truth datasets is time-consuming and 

expensive
● LLM API costs can add up for large-scale evaluations
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Thank you !
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