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Agenda

• What are LLMs 

• Offensive Attacks against LLMs ⚔
• LLM Defenses 🛡



Who am I? 🧐
• Developer Advocate @ Pangea
• Cryptography Geek
• Previously: Dev Advocate @ Thales 

Cloud Security, lead technology at a 
funded ed-tech startup

• Early Contributor to learnprompting.org
• Musician: Flute + Percussion



Tax Day is on April 15th!

Get your taxes done after my talk!



Tax Day is on April 15th!

Get your taxes done after my talk.

DON’T RELY ON AN LLM TO DO YOUR TAXES!



What is an LLM?

• An LLM is a Large Language Model. 

• GPT - Generative Pre-trained Transformers

• Transforms - first published in 2017 by Google, for text translation

• In late 2018, Google release BERT.



• Code Generation

• Generating UIs

• Writing Blogs

• Help with doing taxes

• Recipe helper

• financial companies (ex- Bloomberg GPT)

• Healthcare use-cases (ex - AI EHR)

• Chatbots

What is an LLM used for?



What is Prompt Engineering?

• Way to improve chances of a desired output from an LLM.

• Some examples:

• Few-shot prompting

• Chain-of-thought

• …

Note - Visit learnprompting.org/docs/ to learn more  about prompt engineering techniques

http://learnprompting.org/docs/


Zero shot Prompting

Prompt

Source: Screenshot of prompt in OpenAI playground - https://playground.openai.com/



Few shot Prompting

Source:  Screenshot of prompt in OpenAI playground - https://playground.openai.com/

Prompt



Chain-of-thought Prompting

Source - OpenAI Docs



Attacks
Attacks

Attacks
DISCLAIMER: FOR EDUCATIONAL PURPOSES ONLY



OWASP Top 10 LLM Vulnerabilities

OWASP - Open Worldwide Application Security Project

• v1.1 published in October 2023

We’re going to address 4 of them:

• LLM 01 - Prompt Injection
• LLM 02 - Insecure Output Handling
• LLM 06 - Sensitive Information Disclosure
• LLM 03 - Training Data Poisoning



Prompt
Injections



Prompt Injections

Prompt Source - https://learnprompting.org/docs/prompt_hacking/injection

https://learnprompting.org/docs/prompt_hacking/injection


Prompt Injections *PWNED*

Prompt Source - https://learnprompting.org/docs/prompt_hacking/injection

https://learnprompting.org/docs/prompt_hacking/injection


How do they play out in real-life

Source: 
chat.vercel.ai/

http://chat.vercel.ai/


Prompt Leaking

Source: 
x.com/snpranav

http://x.com/snpranav


Prompt Injection

Source: 
x.com/snpranav

http://x.com/snpranav


1-step further

Source: x.com/snpranav

http://x.com/snpranav


Real world scenarios



Defenses to Prompt Injections #1

Instruction Defense

Educational Source - https://learnprompting.org/docs/prompt_hacking/defensive_measures/instruction

https://learnprompting.org/docs/prompt_hacking/defensive_measures/instruction


Defenses to Prompt Injections #2

Sandwich Defense

Educational Source - https://learnprompting.org/docs/prompt_hacking/defensive_measures/sandwich_defense

https://learnprompting.org/docs/prompt_hacking/defensive_measures/sandwich_defense


Defenses to Prompt Injections #3

Input Filtering - Filter out profanity

Use Blocklists to block words that might be used by bad actors to perform prompt attacks.



Defenses to Prompt Injections #3

Input Filtering - Filter out profanity

Use Blocklists to block words that might be used by bad actors to perform prompt attacks.

Best way to stay up to date twitter / X - @goodside, @learnprompting 😅



Insecure Output 
Handling



Insecure Output Handling
AI code generation is awesome!
Run os.system on the code. No exploits with that right?



Insecure Output Handling
Run os.system on the code. No exploits with that right?



Defenses: Insecure Output Handling

● Don’t execute LLM generated code if you can avoid it.

● If you need to, use an isolated environment, with no internet access.

● Use file scan tools like Pangea File Intel API, Virus Total before you 
execute python files or LLM generated binaries.



In the Real World #1

Source - https://atlas.mitre.org/studies/AML.CS0016/

https://atlas.mitre.org/studies/AML.CS0016/


Sensitive 
Information 
Disclosure



Sensitive Information Disclosure

• LLMs train on data used during model inference
• To meet compliance requirements, you can’t send across customer PII to 

a LLM chatbot or agent.

• Google C4 dataset contained PII from voter registration databases of 
Colorado and Florida.
Source - https://www.washingtonpost.com/technology/interactive/2023/ai-chatbot-learning/

https://www.washingtonpost.com/technology/interactive/2023/ai-chatbot-learning/


In the Real World #1

Source:  
https://www.bloomberg.com/news/articles/2023-05-02/samsu
ng-bans-chatgpt-and-other-generative-ai-use-by-staff-after
-leak

https://www.bloomberg.com/news/articles/2023-05-02/samsung-bans-chatgpt-and-other-generative-ai-use-by-staff-after-leak
https://www.bloomberg.com/news/articles/2023-05-02/samsung-bans-chatgpt-and-other-generative-ai-use-by-staff-after-leak
https://www.bloomberg.com/news/articles/2023-05-02/samsung-bans-chatgpt-and-other-generative-ai-use-by-staff-after-leak


In the 
Real World #2

Source:  
https://www.cyberhaven.com/blog/4-2-of-w
orkers-have-pasted-company-data-into-ch
atgpt

https://www.cyberhaven.com/blog/4-2-of-workers-have-pasted-company-data-into-chatgpt
https://www.cyberhaven.com/blog/4-2-of-workers-have-pasted-company-data-into-chatgpt
https://www.cyberhaven.com/blog/4-2-of-workers-have-pasted-company-data-into-chatgpt


Defenses to Sensitive Information 
Disclosure #1
Input Filtering / Redaction - Filter out PII, non-PII user data

When to Redact PII?

• Training / Fine-tuning process
• Model Inferencing



Defenses to Sensitive Information 
Disclosure #1

Source:  Screenshot from Pangea Redact API - pangea.cloud

https://pangea.cloud/


Prompt Jailbreaking

Source:  https://learnprompting.org/docs/prompt_hacking/jailbreaking

https://learnprompting.org/docs/prompt_hacking/jailbreaking


Prompt 
Jailbreaking in 
Real World

Source - x.com/snpranav
Prompt jailbreaking Mistral Chat

http://x.com/snpranav


Secure Practices:
Audit Logging



Audit Logging
• Audit Log all data used to fine-tune and train a model.
• User chats (model inferences) are used to train the model.



Let’s see it in Action 👀
Follow along

https://l.pangea.cloud/conf42

https://l.pangea.cloud/conf42


Thank you! Links 🔗
Pangea Redact, Audit Log APIs:
https://pangea.cloud/

Learn Prompting
https://learnprompting.org/

Open-source Secure ChatGPT
https://git.new/chatgpt

Find me on 
X/Twitter: @snpranav
Linkedin: linkedin.com/in/snpranav

https://pangea.cloud/
https://learnprompting.org/
https://git.new/chatgpt

