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Introduction to Prompt Engineering

 Prompt engineering is an Art. The more focused we are into prompting, the more 
effective we get output

 Practicing prompt engineering will

 Enhance AI Model Performance and Usability

 Help AI Systems to understand user Intent effectively



Different AI Models

 AI Model Types

 Language Models

GPT-3

GPT4

 Image Generation Models

DALL-E

Every AI Model generates outputs based on patterns in the data they have been trained on. 
Prompt Quality directly provides user quality results



Role of Prompts in working with AI Models

 A prompt is an input or query a user asks an AI Model

 Variable prompts give us variable results, even if the question is the same

 Clear, Specific, Context Rich inputs are required for best response

 Structured prompts produce best results



Different Types of Prompts

 Instructional Prompts

 Guide AI to produce a specific format of style

Example: Write me a poem with 10 lines

 Contextual Prompts

Provide background information that shapes up AI response

Suggest few strategies of business growth based on current economic trends

 Interactive Prompts

To generate various perspectives interactively, like a discussion mode

“What to you think of current election”



Techniques for Optimizing Prompt 
Effectiveness

 Be Specific

More details in your prompts will provide more accurate results

 Use Examples

 Provide examples for AI to generate response in specific format

 Set Context

 Provide the exact context

 Set Tone

 Set the tone or level of formality



Examples
General Prompt

Clear and Specific Prompt

Setting context Prompt



Examples
Instructional Prompt

Interactive Prompt

Setting Examples in Prompt



Advanced Prompting techniques

 Few-Shot Learning

 Provide a few examples of desired outcome to help the model generalize

Show in ChatGPT how they will arrange out put in lists, bullet points etc

 Chain of thought Prompting

 Encourage the model to explain its reasoning step by step

Ask question again from the response already given

 Tree of Thoughts

 Interact with model to share different perspective of the response



Evaluating AI responses

 Metrics for Evaluation

 Relevance- Is the response relevant to the prompt

 Coherence-Whether the response is logically structured and easy to follow

 Accuracy-Are the facts correct and aligned with the context

 Iterative Testing

 Test the same prompt with different versions and validate and compare the 
output

 Adjust the phrasing, context, or examples based on feedback to refine the 
model performance



Conclusion and Best Practices

 Prompt engineering is essential for maximizing AI Model performance

 Specificity, context, and clear instructions drive better results

 Experimentation and Iterations are key to optimize outputs

 Provide examples and contexts

 Continuous evaluation and refining prompts for more accurate results



Thank You


