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My RDS journey so far





Back in 2011

Simplicity

Constraint

More expensive





m1.xlarge 0.465

m2.xlarge 0.330

m3.xlarge 0.370

m4.xlarge 0.350

m5.xlarge 0.342

m6i.xlarge 0.342

m6g.xlarge 0.304

m7g.xlarge 0.337

t3.xlarge 0.272

t4g.xlarge 0.258



RDS without

PostgreSQL

Oracle

Amazon 
AuroraPerformanceInsights

SQLServer

MariaDB
Provisioned 
IOPS

GP2 (or GP3)



Iterate, and keep up to date



Some interesting CASEs



Learn through AWS Support
[CASE *****1] Multi AZ replica broken after scale up from m7g.2xlarge to m7g.4xlarge

[CASE *****2] Aurora MySQL minor roadmap versus RDS

[CASE *****3] Enable Amazon RDS Optimized Writes using RDS Blue/Green Deployments

[CASE *****4] RDS stuck in Storage-optimization 99% for almost 24 hours

[CASE *****5] System snapshot creation time exploded without significant (...)

[CASE *****6] Support for innodb_redo_log_capacity?

[CASE *****7] No way to delete old automatic snapshot outside backup period

[CASE *****8] binlog_transaction_compression + binlog_transaction_compression_level_zstd

[CASE *****9] RDS, Blue/Green and backup retention

[CASE *****0] mysqld crash with optimize table statement



Challenges and solutions



How much free storage you need on RDS?



1) Storage autoscaling
OPTIMIZE TABLE MyLargeTable;

ALTER TABLE MyLargeTable MODIFY ENUM myEnum(U,A,B,D);

EVENTS  2024-08-25T15:48:40.477000+00:00    Applying autoscaling-initiated 
modification to allocated storage.   
arn:aws:rds:eu-west-1:053652639***:db:***-rds01-read-replica   
tme-prod-rds01-read-replica db-instance



How to ALTER/OPTIMIZE an InnoDB table?

How?

● Native ALTER TABLE
● Third-party tool 

(pt-online-schema-change, etc.)

Where?
● Primary node
● Replica node (stop + swap)
● Amazon RDS Blue/Green



There is no additional charge for backup storage, up to 100% of your total database 
storage for a region. (Based upon our experience as database administrators, the vast 
majority of databases require less raw storage for a backup than for the primary 
dataset, meaning that most customers will never pay for backup storage.)

(AWS Documentation)



2) CPU is overestimated
Monthly storage and backup storages grow over time

USD/Month 2022 2023 2024

CPU (RI) 3336 4682 6006

Storage (GP) 1960 2387 2994

Backup 2274 3300 5480





Amazon RDS supports ARM or x86 processors? Good for you, you're a freaking 
database service. I couldn't possibly care less about that; just run my workload and stop 
bothering me with trivia.

Corey Quinn





3) How I crashed my Graviton instance

Most likely, you have hit a bug, but this error can also be caused by 
malfunctioning hardware.
Thread pointer: 0x4017ad88f800
Attempting backtrace. You can use the following information to find out
where mysqld died. If you see no messages after this, something went
terribly wrong...
stack_bottom = 4017f3b1ee60 thread_stack 0x40000
/rdsdbbin/mysql/bin/mysqld(my_

print_stacktrace(unsigned char const*, unsigned long)+0x30) [0x1f7bb30]
/rdsdbbin/mysql/bin/mysqld(print_fatal_signal(int)+0x27c) [0xfaa93c]
/rdsdbbin/mysql/bin/mysqld(handle_fatal_signal+0xc4) [0xfaaa64]
linux-vdso.so.1(__kernel_rt_sigreturn+0) [0x400014b92860]
/rdsdbbin/mysql/bin/mysqld(trx_undo_read_v_cols(dict_table_t const, 







4) Going too fast. And missing Aurora.





5) Running out of IOPS

● You always underestimate IOPS
● The (newish) Total IOPS metric is useful
● gp3 is usually better than gp2
● gp3 is always more flexible than gp2
● do not use io1 on latest engines
● io2 Express way better but often not needed
● watched out for copies, replicas, tests and staging instances



6) Blue, Green and Purple



Because the green environment is a copy of the topology of the production 
environment, the green environment includes the features used by the DB instance. 
These features include the read replicas, the storage configuration, DB snapshots, 
automated backups, Performance Insights, and Enhanced Monitoring.

(AWS Documentation)



I was able to test this on my end and note that the Performance Insights of the old 
blue instance will not be carried to the new blue instance after the blue-green 
deployment failover . In addition, I have confirmed this from my internal as well.

(AWS Support)



7) The strange case of automated backups
30 days is 30 days. Or 60?



Retained automated backups are removed by the system after their last system snapshot 
expires. This occurs because the retention period is calculated by the running time of the 
database. As the instance is deleted, the only way for the system to ensure the backups were 
retained for the entire period specified is to set the deletion time for 30 days from the deletion 
of the database.

(AWS Support)



8) Underestimate time for a change
How long does an ALTER TABLE require promoting a replica?





Super simple experiments



Benchmarking basics

● Aurora (MySQL) versus RDS for MySQL
● RDS for MySQL versus RDS for MariaDB
● io1 versus io2 Express

RDS setup: 400 GB + db.r7g.large
Aurora setup: db.r7g.large



Inserting one 
million records

● One at a time
● Single thread
● ACID



it depends…

CPU

Storage Latency

Engine

Version

Database

Developer

Memory

Table

SQL



CREATE TABLE aws_community_day
(id bigint(20) NOT NULL AUTO_INCREMENT,
datetime TIMESTAMP NULL DEFAULT CURRENT_TIMESTAMP,
value integer DEFAULT NULL,
PRIMARY KEY (id));

DELIMITER $$
CREATE PROCEDURE load_demo()
BEGIN
  DECLARE i INT DEFAULT 0;
  WHILE i < 100000 DO

INSERT INTO aws_community_day (value) VALUES (FLOOR(RAND()*1000));
SET i = i + 1;

  END WHILE;
END$$
DELIMITER ;

CALL load_demo();



how long? 
(db.m7g.large)

Milliseconds? Hours?

Seconds?
Minutes?



<demo>



Aurora vs. Amazon RDS for MySQL

● Amazon RDS 8.0.39 (5m 49s)
● Aurora 3.05.2 (2.7s)





RDS for MySQL vs. RDS for MariaDB

● MySQL 8.0.39 (5m 49s)
● MariaDB 10.11.8 (5m 48s)









io1 vs. io2 Block Express

● io1 (5m 6s)
● io2 Block Express (2m 20s)





With io2 Block Express volumes, your database workloads will benefit from consistent 
sub-millisecond latency, enhanced durability to 99.999 percent over io1 volumes, and 
drive 20x more IOPS/GiB from provisioned storage (up to 1,000 IOPS per GiB) at the 
same price as io1.

(AWS Documentation)



Are you really not a DBA?





Key takeaways (1/2)

● Changes to allocated RDS storage might take hours or days. Plan 
accordingly.

● RDS is a managed service but logs, performance schema, and 
parameters are all available. Look under the hood.

● Avoid changing parameter groups’ settings for short term gains. 
You might need to scale your instance later.



Key takeaways (2/2)

● Validate your findings and your plans with the AWS support team. 
They have access to your database.

● Warm up your database replica before directing traffic to it, the storage 
might still be cold.

● Cost optimization is vital but don’t focus only on the instance size, 
engine, or service.

● Approach benchmarks cautiously.



Leverage managed database, resist changes, but 
understand what runs under the hood.



cloudiamo.com


