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Don't overcommit - things are improving rapidly
Build out a small suite of working examples
Empower teams to self-service

Ensure it's easy for teams to do the right thing
There are limitations
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Local processing

Preparations for conf42 3]

® User 2214

Generate some text which makes it look very impressive when shown in small font in a presentation

“ Jan 2216 Token Speed: 42.08t/s

Here's some text that might impress when shown in small font in a presentation:
“Innovative Solutions for the Modern Era

Unlocking the Full Potential of Data Analytics

Revolutionizing Business Operations with Al-Driven Insights

Transforming the Future of Industry with Cutting-Edge Technology
Empowering Decision-Makers with Actionable Intelligence

Fostering Collaboration and | tion through Data-Driven Storytelling

Elevating the Standard of Excellence through Continuous Improvement
Pioneering the Next Ge ion of Busi Intellig

Unleashing the Power of Data to Drive Results
Building a Brighter Tomorrow through Data-Driven Excellence
Transforming the Landscape of Business with Data-Driven Innovation

Thic tavt 1icac a miv nf hirnunrde and artinn varhe tn rroato a canca nf ovei and i i Tho chart

Enter your message. @ -

[ system Monitor Janv0.4.12 €8 )




Retrieval Augmented Generation (RAG)

User custom API Server VectorDatabase Text generation (LLM)
Inputs query
P
Forwards query
>
Relevant document chunks
<
Prompt + query + relevant context
Response
<
User custom API Server VectorDatabase Text generation (LLM)

Lewis, Patrick, et al. "Refrieval-augmented generation for knowledge-intensive nip tasks.” Advances in Neural Information Processing Systems
33 (2020): 9459-9474.



Limitations

LLMs can make stuff up (hallucination)

Outdated “knowledge”

Better for templates or skeletons rather than fine detail
Can be expensive

Fast moving
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Example architectures

Useful resources

https://jan.ai/

https://ollama.com/

https://github.com/langchain-ai/langchain
https://docs.databricks.com/en/generative-ai/retrieval-augment
ed-generation.html



