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Maximizing Efficiency with 
AI Tools as Catalysts



Key takeaways

● Don't overcommit - things are improving rapidly
● Build out a small suite of working examples
● Empower teams to self-service
● Ensure it's easy for teams to do the right thing
● There are limitations
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Example architectures



Local processing



Retrieval Augmented Generation (RAG)

Lewis, Patrick, et al. "Retrieval-augmented generation for knowledge-intensive nlp tasks." Advances in Neural Information Processing Systems 
33 (2020): 9459-9474.



Limitations

● LLMs can make stuff up (hallucination)
● Outdated “knowledge”
● Better for templates or skeletons rather than fine detail
● Can be expensive
● Fast moving
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● https://jan.ai/
● https://ollama.com/
● https://github.com/langchain-ai/langchain
● https://docs.databricks.com/en/generative-ai/retrieval-augment

ed-generation.html

Useful resources


