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What is Operational Excellence?

Ability to support development
Run workloads effectively
Gain insight into their operations

Continuously improve processes and procedures to deliver business value
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What are the design principles?

« Perform operations as code

« Make frequent, small, reversible changes

« Refine operation procedures

« Anticipate failure and learn from all operational failures
« Use managed services where possible

« Implement observability for actionable insights
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DevOps v/s MLOPs v/s LLMOps

« DevOps movement encouraged breaking down the organizational and functional
separation between teams who write and teams who deploy and support that code

« MLOps is using the above practices for people, process and technology from DevOps to
deliver ML solutions

« LLMOps is leveraging the MLOPs practices when using the foundation models for your
ML solutions
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People, Process and Technology

Machine Learning Operations Foundation Model Operations
Productionize ML solutions M LO ps FM O ps

Productionize generative Al
efficiently solutions (such as text, image,
video, and audio)

People ‘

LLMOps

Large Language Model Operations
Processes Productionize large lapguage
model-based solutions
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Foundation Models
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Model Lifecycle

Project A ¢ Iteration(s) |
Conventional - i - Hyper- Model
ML lifecycle g —»| Preprocessing [ n;rgzllc(elstligic:;: —» parameter [ validation/ |—» E%} —>
- 9 tuning testing .
D Task-specific
ata model(s)
g -, Project A
> 0
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) — - : I ! Foundation 1
ML lifecycle | Preprocessing -+ model training ;- » E%} —
W|th = __I | 1 | /tuning 1
foundation = | —--——————- L L ' Foundation
models : : model Project B
I
- »| Fine-tuning
Data
aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

\_/7

Task-specific
deployment

Task-specific
deployment

Task-specific
deployment




LLMOps can be different for each type of users

Providers cnatsobe =~ Tuners - canbecome Consumers

e Fine-tune LLMs from

H * Build LLMs from scratch . )
Generative Al - Offer LLMs as a product prov-|ders to fit custom
user tvpes requirements

ypP to tuners and consumers  Offer the tuned models as

a service to consumers

* Deep end-to-end ML » Strong end-to-end ML
. * NLP and data science * Model deployment and
Skills * Labeler “squad” inference
* Model deployment and « Strong domain knowledge
inference

4;@_\4_L0ps
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Application development
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LLM selection criteria

adWs

\_/‘7

Model Speed
LLM1 2/5
LLM2 1/5
LLM3 1/5

LLM1
* Highest speed

* Highest precision

* Highest cost

Model Evaluation Score
LLM1 5/5
LLM2 4/5
LLM3 3/5
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LLM3

* Lowest speed

* Lowest precision
* Medium cost

LLM2
* Lowest speed
* Medium precision

« Lowest cost Model Cost
LLM1 $$$$
LLM2 $$
LLM3 $$$




Comparison of LLM customizations
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Retrieval
Augmented
Generation

P t
romp (RAG)

Engineering
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Fine Tuning

(FT)

Continued Pre-
Training (CPT)

Complexity,
Quality,
Cost,

Time



Customizing model responses for your

business

5

Fine tuning

PURPOSE DATA NEED
Maximizing accuracy Small number
for specific tasks of l[abeled examples
aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

\_/7

gt

Continued pre-training

PURPOSE DATA NEED
Maintaining model Large number
accuracy for your domain of unlabeled datasets
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Amazon Bedrock
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Choice

Amazon Bedrock simplifies
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Amazon Bedrock supports leading
foundation models

Al21labs ANTHROP\C ® cohere O Meta

Jurassic-2 Claude 3, Claude 2.1 & Command & Embed Llama 2

Claude Instant - i
Contextual answers, Text generation, search, Dialogue use cases and

summarization, paraphrasing Summarization, complex classification language tasks
reasoning, writing, coding

Mistral Al stability.ai amazon
Mistral 7B, Mixtral 8x7B Stable Diffusion XL 1.0 Amazon Titan

Text summarization, Q&A,
Text classification, Text and text generation and
completion, code generation search, Q&A

High-quality images and art Text summarization, image

aws
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Architectural Patterns
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Knowledge bases for Amazon Bedrock

NATIVE SUPPORT FOR RETRIEVAL AUGMENTED GENERATION (RAG)

Securely connect FMs | Fully managed RAG Built-in session | Automatic citations
to data sources for workflow including context management with retrievals to

RAG to deliver more ingestion, retrieval, for multi-turn improve transparency
relevant responses and augmentation conversations

]
4 N 4 \\_’I

AMAZON
BEDROCK
(Amazon—Titan Text)
( Anthropic—Claude )
( Meta—Llama2 )

USER QUERY AUGMENTED PROMPT MODEL ANSWER
4 ,/—‘\\ ,/"‘\\ 4 + ,/"‘\\ . ,/"‘\\
—_— 1) — 4 — 5} Al21 Labs—Jurassic2 )—— 6 }
\\_f \\_’/

-~

AMAZON BEDROCK
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Privately customize models with your data

FINE-TUNING AND CONTINUED PRE-TRAINING

Deliver tailored, | Fine-tune Llama 2, | Use continued pre-
differentiated tail Command, and Titan training to adapt
user experiences with FMs for specific tasks Titan Text FMs to
customized FMs with labeled data your domain with

unlabeled data

Labeled data
AMAZON S3

FINE-TUNED MODEL

None of your inputs
to or outputs from
Amazon Bedrock will
be used to train the
original base models

GENERATED CONTENT

( Social media )

Ca

3

\. )C Meta—Llama2 ) AMAZON BEDROCK

Meta—Llama2

(o )

JIk
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Amazon Bedrock APl with Amazon APl Gateway

£

Amazon APl Gateway AWS Lambda Amazon Bedrock
REST API

Key takeaways

« This pattern leverages the event-driven architecture using Amazon API Gateway
and AWS Lambda to invoke Amazon Bedrock

« You can use any integration layer with AWS Lambda to invoke Amazon Bedrock
APls

 Instead of AWS Lambda you can also use Amazon EC2, Amazon ECS or Amazon
EKS to invoke the Amazon Bedrock API

aws
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Amazon API Gateway Models

{ {

"$schema": "http://json-schema.org/draft-04/schema#", "$schema": "http://json-schema.org/draft-04/schema#",

aws
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"title": "Bedrock Prompt Schema",
"type": "object",
"required": [

"prompt"
]'
"properties": {
"prompt": {
"type": "string"
+
¥

© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

"title": "Bedrock Response Schema",
"type": "object",
"required": [
"response",
"statusCode"
1,
"properties": {
"response": {
"type": "string"
}l
"statusCode": {
"type": “strang”
¥
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AWS Lambda invoking Amazon Bedrock API

def lambda_handler(event, context):
bedrock_client = boto3.client(service_name='bedrock-runtime')

logger.debug("Incoming event payload" + json.dumps(event, default=str, indent=2, sort_keys=True))
prompt = event['prompt']
body = json.dumps({

"prompt": prompt,

"max_tokens_to_sample'": 300,
"temperature'": 0.1,

“top.p": 0.9,
})
model_id = 'anthropic.claude-v2:1'
accept = 'application/json'

content_type = 'application/json’
response = bedrock_client.invoke_model(body=body, modelId=model_id, accept=accept, contentType=content_type)
return {

'statusCode’': 200,
'response': json.dumps(response.get('body').read(), default=str, indent=2, sort_keys=True)
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Amazon Bedrock APl from a generic application

;

Generic
application Amazon Bedrock

« Key takeaways

Using temporary credentials via AWS SDK for Python (Boto3) to invoke
Amazon Bedrock

If for any reason AWS SDK is not available, you can leverage for
constructing a valid request payload
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https://docs.aws.amazon.com/IAM/latest/UserGuide/create-signed-request.html

Using AWS SDK def invoke_claude(prompt):

try:
# Claude requires you to enclose the prompt as follows:
enclosed_prompt = "Human: " + prompt + "\n\nAssistant:"
body = {
"prompt": enclosed_prompt,
"max_tokens_to_sample": 200,
"temperature'": 0.5,
"stop_sequences": ["\n\nHuman:"],
¥

response = bedrock_client.invoke_model(
modelId="anthropic.claude-v2", body=json.dumps(body)

response_body = json.loads(response["body"].read())
completion = response_body["completion"]

return completion

except ClientError:

logger.error("Couldn't invoke Anthropic Claude")

raise
aWws
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Operational Excellence

dWs
>



Amazon Bedrock Invocation Logging

"operation": "InvokeModel",
"modelId": "anthropic.claude-v2:1",
"input": {
"inputContentType'": "application/json",
"inputBodyJson": {
"prompt": "\n\nHuman: Explain the 3-body problem.\n\nAssistant:",
"max_tokens_to_sample": 300,
"temperature": 0.1,

*top p*: 6.9
}l
"inputTokenCount": 17
b
“output": ¢
"outputContentType": "application/json",
"outputBodyJson": {
"completion": " The three-body problem refers to the challenge of predicting the motions of three gravitationally
interacting bodies..[TRUNCATED for presentation purposel.",
"stop_reason": "stop_sequence",
"stop": "\n\nHuman:"
}l
"outputTokenCount": 296
}
aws
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Amazon Bedrock Metrics

1 17 -- 12.5s 296
‘,. 54

® Invoca tions @ InputTokenCount @ InvocationClientErrors @ InvocationLatency @ OutputTokenCount

Metric Name Description

Invocations Number of requests to the InvokeModel or InvokeModelWithResponseStream
InvocationLatency Latency of the invocations.

InvocationClientErrors Number of invocations that result in client-side errors.
InvocationServerErrors Number of invocations that result in AWS server-side errors.
InvocationThrottles Number of invocations that the system throttled.

InputTokenCount Number of tokens of text input.

OutputTokenCount Number of tokens of text output.

OutputimageCount Number of output images.
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Amazon Bedrock Model Evaluation

claude-v2-eval-01 i

View information and results about your model evaluation job

Evaluation summary

inference task types
QuestionAndAnswer
Toxicity
Gauges propensity to generate harmful, offensive, or inappropriate context.
Prompt dataset Value Number of prompts
builtin.BoolQ 0.00119 100
builtin.TriviaQA 0.00528 100
builtin.NaturalQuestions 0.00115 100
aws ; s affil ;
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Inference task metrics (2)

Toxicity, Accuracy

Number of responses
100
100

100

Accuracy

Measures how well the model output matches the expected reference output

Prompt dataset Value Number of prompts
builtin.BoolQ 0.000225 100
builtin.TriviaQA 0.124 100
builtin.NaturalQuestions 0.0905 100

Number of responses
100
100

100
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Guardrails
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Building generative apps brings new challenges

 I—
—__

N

Undesirable and
Irrelevant Topics

Toxicity & Safety
(incl. brand risk)

Privacy Protection Bias/Stereotype
Propagation

Protect user
information or Biased results or
sensitive data unfair user outcomes

Harmful or offensive
responses

Controversial queries
and responses
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Using NVIDIA/NeMo-Guardrails

Application > Pr%%raarrggi?e > Large Language Model
Code — E— (LLM)

Application code interacting with LLMs through programmable guardrails.

« Building Trustworthy, Safe, and Secure LLM-based Applications
- Connecting models, chains and other services securely

- Controllable dialog

adws
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Programmable Guardrails

Application
S N 000 ?
r GEEEEEER  Retrieval :
N K”OBV;'Sesge ..... =3 rails < U
: - Dial il
ialog rails
E g LLM
Actions Cs e minnes Execution s
(a.k.a.tools) | +==-- i) rails
| o
-----------------------

High-level flow through programmable guardrails.
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user utierance

similarity search

return canonical form

Similarity Search

return response
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User utterance to
Canonical form
Generate Guardrails flow

chatbot next steps query

<|:Imemal conversation state

next steps and response

Execute conversation flow

Canonical form to
Conversation output

NeMo Guardrails runtime

Architecture
Amazon Bedrock &
NeMo Guardrails

lim query

lim response

Amazon Bedrock
models accessible through an API




Amazon Bedrock Examples

GitHub : https://github.com/aws-samples/amazon-bedrock-workshop/

Amazon Bedrock X Amazon Bedrock Workshop
Workshop

Amazon Bedrock Workshop

» Prerequisites

Prompt Engineerin
e . Welcome to "Amazon Bedrock" workshop!

Text Generation

KnowledgeBase and RAG The goal of this workshop is to give you hands-on experience leveraging foundation models (FMs) through Amazon Bedrock. Amazon
Bedrock is a fully managed service that provides access to FMs from third-party providers and Amazon; available via an API. With Bedrock,
you can choose from a variety of models to find the one that’s best suited for your use case.

Model Customization

Image and MultiModal

applications Within this series of labs, you will be taken through some of the most common usage patterns we are seeing with our customers for

Agents Generative Al. We will explore techniques for generating text and images, creating value for organizations by improving productivity. This is

Open Source With Bedrock achieved by leveraging foundation models to help in composing emails, summarizing text, answering questions, building chatbots, creating
images and generating code. You will gain hands-on experience using Bedrock APIs, SDKs, and open-source software for example LangChain
and FAISS to implement these usage patterns.

adWs
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https://github.com/aws-samples/amazon-bedrock-workshop/

Thank you!

aws
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