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A brief conversation with about generative AI
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The capital of France is …
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Generative AI – Base models
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The capital of France is Paris.

User AI
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Generative AI – Base models
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The capital of France is Paris.

User AI

At the end of the day, LLM simply generates one token at a time

But how it does that ? 
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How do large language models (LLMs) work?
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Text Model Text

What is 

the 

capital of 

France?

Paris.
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How do large language models (LLMs) work?
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Text Model Text

What is 

the 

capital of 

France?

Paris.

Therefore we can not send raw text 

directly
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How do large language models (LLMs) work?
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Text Model Text

Machine learning models only understand numbers

What is 

the 

capital of 

France?

The 

capital of 

France is 

Paris.

Therefore we can not send raw text 

directly
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How do large language models (LLMs) work?
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Text Model
Input Context

(Tokens)

Output 

(1 Token)
Text

Machine learning models only understand numbers

What is 

the 

capital of 

France?

The 

capital of 

France is 

Paris.

And that’s why we first tokenize the text
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Embeddings
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Coffee

Tea

Similar concepts → Near

Text Model
Input Context

(Tokens)
Output TextEmbedding
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Embeddings
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Coffee

Tea

Cappuccino

Something in between

Text Model
Input Context

(Tokens)
Output TextEmbedding



© 2025, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Embeddings
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Coffee

Tea

Cappuccino

Vectors

Text Model
Input Context

(Tokens)
Output TextEmbedding
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Embeddings

18

Coffee

Tea

Cappuccino

3 4 5

2

3

3.5

y

x

2D 

Embeddings

Vectors → Numbers

Text Model
Input Context

(Tokens)
Output TextEmbedding
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Embeddings
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Coffee

Tea

Cappuccino

3 4 5

2

3

3.5

y

x

(3, 3.5)

(4, 3)

(5, 2)

2D 

Embeddings

Text Model
Input Context

(Tokens)
Output TextEmbedding
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Embeddings

20

Coffee

Milk

Cappuccino

(3, 3.5, 5, 1.2, …)

(4, 3, 2.7, 5, …)

(5, 2, 1.6, 4, …)

N-Dimensional 

Embeddings

2D are not 

enough

Text Model
Input Context

(Tokens)
Output TextEmbedding
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So, where we stand now ? 
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Text Model
Input Context

(Tokens)
Output TextEmbedding

What is 

the 

capital of 

France?
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So, where we stand now ? 
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Text Model
Input Context

(Tokens)
Output TextEmbedding

[.23, .01, .34]

[.99, .75, .24]

[.03, .68, .85]

[.71, .65, .36]

[.33, .01, .74]

[.54, .88, .33]

[.23, .93, .45]

[.33, .61, .45]

What is 

the 

capital of 

France?
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So, where we stand now ? 
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Text Model
Input Context

(Tokens)
Output TextEmbedding

[.23, .01, .34]

[.99, .75, .24]

[.03, .68, .85]

[.71, .65, .36]

[.33, .01, .74]

[.54, .88, .33]

[.23, .93, .45]

[.33, .61, .45]

What is 

the 

capital of 

France?

So, we learned that converting our data into vectors is the first thing we need to do.
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So, where we stand now ? 
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Text Model
Input Context

(Tokens)
Output TextEmbedding

[.23, .01, .34]

[.99, .75, .24]

[.03, .68, .85]

[.71, .65, .36]

[.33, .01, .74]

[.54, .88, .33]

[.23, .93, .45]

[.33, .61, .45]

What is 

the 

capital of 

France?

So, we learned that converting our data into vectors is the first thing we need to do.

Now, let’s think about this: can an LLM answer all of our questions ?
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Vector Database
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Response
Retrieval-Augmented Generation (RAG) 

Vector embeddings
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Demo 
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How do large language models (LLMs) work?

31

But do you feel, one number for each token is enough ?

Imagine, you just know the courses that are available for your internal staff at your organization
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How do large language models (LLMs) work?
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But do you feel, one number for each token is enough ?

Imagine, you just know the courses that are available for your internal staff at your organization

Can anyone answer any questions related to these internal courses? 
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How do large language models (LLMs) work?
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But do you feel, one number for each token is enough ?

Imagine, you just know that courses that are available for your internal staff at your organization

Can anyone answer any questions related to these internal courses? 

How many members of staff have completed a particular course ? 
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How do large language models (LLMs) work?
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But do you feel, one number for each token is enough ?

Imagine, you just know that courses that are available for your internal staff at your organization

Can anyone answer any questions related to these internal courses? 

How many members of staff have completed a particular course ? 

How long on average does it take an employee to complete a course ? 
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How do large language models (LLMs) work?
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But do you feel, one number for each token is enough ?

Imagine, you just know that courses that are available for your internal staff at your organization

Can anyone answer any questions related to these internal courses? 

How many members of staff have completed a particular course ? 

How long on average does it take an employee to complete a course ? 

Which course is most popular? 

... 
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But, this may not work for you …
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Retrieval Augmented Generation (RAG)
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Ok, so you might feel its too much of task…

Creating vector embeddings 

for large volumes of data

Orchestration

Managing multiple 

data sources

Scaling retrieval mechanismCoding effort

Incremental updates

to vector store
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Amazon Bedrock 
Knowledge Bases

Securely connect FMs and agents to data 

sources

Easily retrieve relevant data and augment 

prompts

Provide source attribution

Gives FMs and agents contextual 

information from your private 

data sources for RAG

Fully managed support for end-to-end RAG 

workflow
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Amazon Bedrock Knowledge Bases
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Amazon Bedrock Knowledge Bases (Retrieve API)
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Amazon Bedrock Knowledge Bases (RetrieveAndGenerate API)
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Get started with 
Amazon Bedrock

Multimodal RAG & Embeddings 
with 
Amazon Nova & Bedrock

What are Large 
Language Models
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Thank you!

Veliswa Boya 

Senior Developer Advocate, AWS


